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The Study of a Linescan-based Automatic Optical
Inspection System for Optical Discs

S R
ST

LR

SR RARE 1

R A ERYF LB HF Bk
& # P|(Automatic Optical Inspection  AOI)
KHEUFEFRRBEET > Ra § B AOL % &
Tgrsq.\wiﬁ;gr o W gLz ¢k T /I»F ERTEES
EFUAFT BB R FE- B AL g
To g #0  AFETHE- EURFR
BB T A A A 2 e R R 1R A
RGNS W dF i < I JREAE o | BT "k Y
AOL K #% eha & > Mk F A ¥ i £ 4 -

gﬁé$F#Bﬂ’%Pﬁ95%R
rﬁ;ﬁ% gl 2y
I;L Sk b merﬁ B = B
PRI K o AFRAAFTY 2%
» ¥4 «&r-‘%ﬁ fo® A I TR eI &
PR R Fo1 TRREE R
T o E RGBSRV FF A A
ARG RIE o BRI Y D
*m%%u$gﬁ@oipiﬁéﬁ
2 FAHKE ALY B L ARFRETE SR
PHAEB+ A SMPRGEERR - BH
BHESEFZEET S e o %D PR
LA R ik ~ R AT RS
A% R IR 4wﬁ¢ﬁw1§%@£ ~%%ﬁ:
EER- S R - DR L - 2B
@ﬁﬂﬁﬁ’%fﬁﬁl*iTﬂWQ
Koo RERMT 0 AMEFATEE 2 AT R
Fih N RA AR PRk g
Foe N TER S E RS SR 0 3% P43.0G 2
B A T Fa% 2048 pixels f#47 & 2. 47 o 4
PHsa o w29um 3 117 um 5 & 3247 B
TR RIPER A W F 076545 % 0.172 %)
ML D p Bk B R~ BOR R~ A 5E
NN S =1 Y

: NSC 95-2221-E-216-025
1:95#08% 01 p39#&07"31p
FR PR
DREEG 3T

RV EA BB RRE SLS 1A g AT

Abstract

Optical disc industry uses many automatic
optical inspection (AOI) systems to ensure their
products defect-free. However, most of them are
imported and expensive. Besides, none of them is
capable of providing grading function for the
defected discs. So the object of the research is to
develop a flaw detection and classification
system to reduce the cost for purchasing AOI
equipment and increase the competitiveness.

To achieve the above-mentioned objectives,
a two-step approach is adopted. The first step is
to establish an apparatus to acquire images that
will truly show all the defects on the surface of
optical discs. This step is crucial to the success
of the study, because if the captured defects are
incomplete or camera cannot perceive defects at
all, the developed system will be useless. Despite
the high reflecting surface of the optical discs,
we apply bright-field technique to capture images
of both sides simultaneously to reduce inspection
time. The developed imaging system consists of
two line-scan cameras, two image grabbers, two
line-type fiber-optic light sources, and a rotation
stage driven by a stepping motor. The second
step is to develop a flaw-detection program using
image-processing techniques such as filtering,
segmentation, blob analysis, edge detection,
feature extraction and analysis, etc. to detect and
classify defects. The experimental results show
that the developed AOI system is successful in
inspecting optical discs having specular surfaces
for defects such as scratches, comets, pinholes,
bubbles, streaks, etc. For a P4 3.0G PC with a
2048 pixels line-scan camera, if the desired
spatial resolution is 29 um, it takes 0.765 seconds
to complete the inspection. If the desired
resolution is 117 um, it takes only 0.172 seconds.

Keywords: AOI, Flaw Detection, Classification,
Optical Disc, Bright-field Imaging
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Selecting an Appropriate Segmentation Method
Automatically Using ANN Classifier

Yih-Chih Chiou and Meng-Ru Tsai

Institute of Mechanical and Aerospace Engineering, Chung Hua University,
Hsinchu, Taiwan, 30012, R.O.C.
chiou@chu.edu.tw

Abstract. In general, we can easily determine the manufacturing step
that does not function properly by referring to the flaw type. However, a
successful segmentation of flaws is the prerequisite for the success of the
subsequent flaw classification. It is worth noticing that, different segmen-
tation methods are needed for different types of images. In the study, a
mechanism that is capable of choosing a proper segmentation method
automatically has been proposed. The mechanism employed artificial
neural networks to select a suitable segmentation method from three
methods, i.e., Otsu, HV standard deviation, and Gradient Otsu. The se-
lection is based on the four features extracted from an image including
standard deviation of background image, variance coefficient, the ratio
of the width to height of both foreground and background histograms.
The results show the success of the proposed mechanism. The high seg-
mentation rate reflects the fact that the four carefully selected features
are adequate.

Keywords: Segmentation, Feature Extraction, Flaw Detection, Flaw
Classification, BPN Network.

1 Introduction

Flaw detection is an important procedure in the quality assurance of products.
In general, by referring to the defect type, we can easily determine the manu-
facturing step that does not function properly. Hence, the ultimate goal of flaw
classification is to identify each flaw type such that the sources of flaws can
be identified and the manufacturing parameters can be adjusted accordingly.
However, a successful segmentation is the prerequisite for the success of the sub-
sequent flaw detection and classification. Segmentation is a process to separate
desired flaws from background. Thresholding is the most commonly used flaw
detection method [1J, [2], [3], [, [5]. Several researchers [3], [6], [7], [8], [9] have
suggested the use of image gradient to detect flaws. On the other hand, a num-
ber of authors have applied standard deviation [9], [10], [T1] to discover flaws.
It is worth noting that most segmentation methods are sensitive to noise, illu-
mination variance, object shape and size, grayscale variance of foreground and
background, etc. In addition, different types of flaws need different segmentation
methods.

H.G. Okuno and M. Ali (Eds.): IEA/AIE 2007, LNAI 4570, pp. 195-206] 2007.
© Springer-Verlag Berlin Heidelberg 2007
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(a) wrinkle (b) greasy stain  (c) strip scratch ) line scratch (e) dotted scratch

) pinhole ) protrusion ) dent (i) bubble (j) large stain

(k) small stain (1) glue particle  (m) broken warp (n) broken woof (o) fish eye

Fig. 1. Sample images of the fifteen types of flaws

(a) wrinkle (b) greasy stain  (c) strip scratch  (d) line scratch (e) dotted scratch

) pinhole ) protrusion ) dent (i) bubble (j) large stain

(k) small stain ) glue particle ) broken warp ) broken woof (o) fish eye

Fig. 2. Segmentation results of the fifteen types of flaws as shown in Fig. 1 using
Otsu’s method. It is evident that Otsu method is good for wrinkles, greasy stains, strip
scratches, and large stain, but it is not suitable for segmenting other flaw types.
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-

(a) wrinkle (b) greasy stain  (c) strip scratch  (d) line scratch (e) dotted scratch

(f) pinhole (g) protrusion (h) dent (i) bubble (j) large stain

(k) small stain (1) glue particle  (m) broken warp (n) broken woof (o) fish eye

Fig. 3. Segmentation results of the fifteen types of flaws as shown in Fig. 1 using HVStd
method. It is evident that HVStd is good for some flaw types, but quite bad for others.

et

(a) wrinkle (b) greasy stain  (c) strip scratch  (d) line scratch (e) dotted scratch

) pinhole g) protrusion ) dent (i) bubble (j) large stain

(k) small stain (1) glue particle  (m) broken warp (n) broken woof (o) fish eye

Fig. 4. Segmentation results using GradOtsu method. It is clear the method is suitable
for segmenting wrinkle and small defects. For large defects, only their profiles are shown.
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Figure 1 shows 15 types of flaws to be segmented and classified. As shown
since these images were collected at different time and from different production
lines of paper and plastics manufacturing industries, they differ greatly; some are
brighter, some are darker, and some have textured background. Besides, flaws
differ greatly in size, shape, and quantity. Strictly speaking, satisfactory results
are unobtainable if one segmentation method is applied to all types of images.
For example, Fig. 2 shows the segmentation results using Otsu’s method [12].
It is apparent that some results are good while others are unacceptable. Similar
results (Figs. 3 and 4) were observed when Horizontal and Vertical Standard
Deviation (HVStd) method or Gradient Otsu method (GradOtsu) were applied.
The two segmentation methods developed in the research will be described in de-
tail in Sect. 2.2. The results suggest that if an inadequate method is applied, the
desired flaws might not even present in the result image. As a result, misclassifi-
cation of flaws occurs. In other words, attempting to use one single segmentation
method to process all types of flaws is impractical. In view of that, the object
of the study was to develop a mechanism that is capable of selecting a suitable
segmentation method automatically.

2 Methodology Overview

It is evident that it is not possible to obtain acceptable results for all types of im-
ages by using one particular segmentation method. A better approach would be
to select an appropriate segmentation method for each image type. Nevertheless,
the selection should be automatic. Thus, it is desirable to develop a mechanism
that is capable of selecting an appropriate segmentation method automatically.
In the study, 1697 sample images of size 152x152 were used. All samples con-
tain at least one flaw. To achieve the aforementioned objective, each sample was
segmented using Otsu, HVStd, and GradOtsu sequentially. Then, by visual in-
spection of the three segmentation results, each sample was assigned to one of the
three groups according to which method derived the best segmentation result. It
is worth noting that for some samples two methods derived equally well segmen-
tation results. If this is the case, we randomly assigned them to either group.
Nevertheless, the random assignment might affect the final segmentation rate.
The proposed mechanism starts with the segmentation of the input image
using HVStd method. The segmentation results in two images, i.e., flaw image
and background image. A flaw image is referred to as the image containing only
pixels that are regarded as abnormal while a background image is referred to
as the image containing pixels other than abnormal pixels. The next step is to
extract features from the images. As to which feature is useful in discriminating
one group from another, we used the extracted features to construct scatter di-
agrams. By examining the distributions of the three groups, whether a feature
is suitable for classification was learned. After that, an artificial neural network
using backpropagation learning algorithm [13] (hereafter we called the kind of
network BPN network) was established. Finally, a segmentation method chosen
by the BPN network was used to segment the input image so as to discover flaws.
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2.1 Segmentation Methods

In this study, three segmentation methods, including Otsu, HVStd, and GradOtsu,
were used to segment images. Aside from Otsu method, the other two methods are
described in detail as follows:

(1) HVStd: The method first calculates grayscale means and standard devia-
tions for each row and column and then uses the derived information to generate
a threshold value for segmentation. Let Ip be an original image, 1o (7,j) be the
grayscale value of the pixel located at column ¢ and row j. The grayscale mean
for each column and row are given by

H
peatli) = 2 S Tolis j); for i=1,1W 1)
=0
1 w
Hrow(j):WZIO(ivj); fO’f'j:LH (2)
1=0

where W and H are the width and height of the image. After that, (3) and (4)
are used to calculate standard deviations for each column o, (i) and each row

Orow (])

1 H
0eor(i) = | 77 D (0(i:3) = pear(i)) 5 fori=1,W (3)
j=0
1 w
Trow(d) = \| 77 D (0(ir ) = prow(9); for j=1,H (4)
1=0

Let 6,00 and 6., be deviations of rows and columns, respectively. We have
6COl<i7j) = |Io(i7j)—ﬂcol(i)|§ fOTi: L,w (5)

Srow(i,7) = Lo(i,7) — prow(J)|; for j =1, H. (6)

Finally, we can use the following equation to derive the resulting image, Iy.

Io(,7), if 6cor(is j) — ocor(i)| > Tsta and
IR(i»j) = 6r0w(is5) = Trow(F)] > Tsta . (7)
0, otherwise

The pre-selected value T4, is determined to be 5.0 after a rigorous test of images
at hand.

(2) GradOtsu: Different from Otsu’s method, which segment an image directly,
the method first calculate the image’s gradient and then uses Otsu’s method to
segment the gradient image in order to reveal flaws. The method was developed
specifically for extracting defects from wrinkles corrugated type surfaces. First
of all, we use Sobel’s edge detector to derive each point’s gradient and generate
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+ Otsu
o HVStd
+ GradOtsu

35 ,«",,,."..
30" -
25

20

VCBg

40

HWROH-HWRBH StdBg

Fig.5. Scatter diagram of the three segmentation methods. It is clear that the three
groups of images are well separated.

a gradient image I. In general, pixels with high gradient can be regarded as
defects. Therefore, gradient image, I, is segmented subsequently using Otsu’s
method to obtain a binary image, Ig. After segmented using Otsu, the resulting
binary image, I, denotes a defect map of the input image.

2.2 Features for Network Training

To enable the proposed mechanism to select a suitable segmentation method
automatically, we need to realize that why one segmentation method produces
better result than that produced by others. Hence, we extracted several features
from images. After a rigorously check, we decided to use the following four
features, i.e., standard deviation of background (StdBg), variance coefficient of
background (VCBg), the ratio of height to width of the histogram of the original
image (HWROH), and the ratio of height to width of the histogram of the
background image (HWRBH). The reasons for choosing the four features are
due to their ability to distinguish one image group from another. Referring to
the scatter diagram shown in Fig. 5, the three groups are well separated if the
four features are used to construct the plot. Definitions of the four features are
depicted as follows.

(1) StdBg: StdBg is the abbreviation of Standard Deviation of Background
image. Standard deviation is commonly used in statistics to measure how spread
out the values in a data set is. StdBg is defined as

StdBg = \/ZZ (fbg](\i,j) - Mbg)2’ N
bg
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where fu4(4,j) denotes the grey level of the pixel located at column i and row j
of the background image, pp, is the grayscale mean of the background image,
Npgis the count of background pixels. Here, StdBg was used primarily to check
the uniformity of the background image. If grayscale values of the background
pixels are all close to their grayscale mean, then the standard deviation is low.

(2) VCBg: In a statistical sense, variance coefficient is defined as the ratio
of standard deviation to grayscale mean. Since background image was used to
calculate grayscale mean, fi54, and standard deviation, o34, we called the ratio
of opy t0 lpg variance coeflicient of background (VCByg), i.e.

VCBg = obg/ ting- 9)

Statistically speaking VCBg can be used to evaluate the degree of dispersion of
background pixels’ grayscales, too. The larger the number is, the more dispersed
the grayscale values are.

(3) HWROH: The ratio of height to width of the histogram of the original
image (HWROH) is another useful feature. We defined HWROH as

Hraw/Nraw

H H = —rewlrow
WhO Wiraw/256

(10)
where H 4., and W4, are the height and width of the histogram of the original
image, respectively, N4, is the count of the pixels in the image. The height of a
histogram is defined as the count of the bin with the maximum count of pixels.
As to the width of a histogram, it is defined as the difference between the largest
bin number and the smallest bin number with non-zero count. This feature is
useful in measuring how complex an image is. In general, the larger the number
is; the narrower the grayscale spreads. A small value of HWROH usually implies
that there are several objects in the image.

(4) HWRBH: The ratio of height to width of the histogram of the background
image (HWRBH) is a useful feature, too. We defined HWRBH as

Hbg/Nbg

HWRBH = 9/ "% 11
Wig/256 (11)

where Hp, and Wy, are the height and width of the background histogram,
respectively, Ny, is the count of the background pixels. We can obtain Hp, and
Wig in a similar manner. HWRBH is useful in knowing the grayscale distribution
of background pixels. The higher the value is, the narrower the grayscale spreads.

2.3 Flaw Segmentation Using BPN Networks

Unlike classification tree or other statistical methods, neural network approaches
do not require exact knowledge of the statistical distribution of input items. A
BPN network is the most popular among all the known ANNs. Hence, we employ
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Fig. 6. The 4x5x 3 network structure for Fig. 7. The plot of mean squared errors
selecting a segmentation method vs. iterations (n=0.25; MSE=0.01)

a BPN network to select an appropriate segmentation method. Let T; and O; be
the i*" desired and actual outputs, respectively, then the Mean Squared Error
(MSE) between them can be determined by

MSE = % zn: (0; = Ty). (12)

=1

The back-propagation network uses the gradient steepest decent method to it-
eratively adjust the connection weights between two consecutive layers so as to
minimize MSE between the actual output and the desired output. For example,
the adjustment of the weights connecting the last hidden layer j and the output
layer k is done as follow:

Wiy = Wi +négHj, (13)

J J

where 7 is known as the learning rate, 6jrefers to the error signal at each node
of the output layer k, and H; refers to the output signal at each node of the
hidden layer j. The adjustment is repeated until the MSE drops below a pre-
specified value. In general, if the samples contained in the training set are the
representatives of the objects to be recognized later the classification results
should be satisfactory.

As can be seen from Fig. 5, the three groups of images clustered at different
locations. In view of that, a simple network structure can be expected. Figure 6
shows the ANN network for selecting a proper segmentation method. The input
layer consists of four units, i.e., the four features extracted from the image to
be classified, including StdBg, VCBg, HWROH, and HWRBH. The output layer
consists of three units, i.e., the three segmentation methods to choose from, i.e.,
Otsu, HVStd, and GradOtsu. Before a BPN network can be effectively used to
classify, it must be trained with sufficient number of samples. The samples are
randomly divided into two sets. The training and testing sets consist of 929 and
768 samples, respectively. We first used the images in the training set to train
the network. As shown in Fig. 7, the training using back-propagation algorithm
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converges quickly. The recall process shows that only 4 samples were misclassi-
fied, i.e., the recall rate is 99.57%. To explore the ability of the trained network,
we presented each sample in the testing set to the network one-by-one. At the
recognition stage, the network is fed with the four features extracted from the
inputted image and a proper method is chosen. The recognition rate is 99.61%.
The high recall and recognition rates strongly imply that the selected features
are extremely appropriate for discriminating one class of image from another.

3 Results and Discussions

For comparison, the same 15 images, as shown in Fig. [Il were segmented using
the proposed mechanism and the results were shown in Fig. Bl In contrast with
the segmentation results shown in Figs. Bl the results are satisfactory. The
outcomes suggest that the proposed method perform well in selecting a suit-
able segmentation method automatically. In addition, the results indicate that
the four carefully selected features, i.e. StdBg, VCBg, HWROH, and HWRBH,
proved to be well suited for discriminate one group from another. To explore
the capability of the proposed mechanism further, the images in the testing set
were segmented and classified. The experimental results are listed in Table 1.
With regard to the classification of the 15 types of flaws, we made use of BPN

) GradOtsu (b) Otsu ) Otsu ) HVStd ) HVStd
(f) Otsu (g) HVStd (h) HVStd (i) HVStd (j) HVStd
) HVStd (1) GradOtsu (m) GradOtsu (n) GradOtsu ) HVStd

Fig. 8. Segmentation results of the 15 images shown in Fig. 1 using the proposed
methodology. The method below each image indicates the method automatically se-
lected.
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network, too. The five-layer 10x10x 15x10x 15 network for flaw classification is
composed of an input layer, three hidden layers, and one output layer. The input
layer consists of 10 units, i.e., the 10 features extracted from the image to be
classified. The output layer consists of 15 units, i.e., the 15 types of flaws to be
categorized. The classification rate is 97.66%. Detailed classification results are
listed in Table 1.

In the course of the experiment, we found that the sample images could be
classified into three categories, i.e., images with point/line flaws, images with
smooth surface, and images with corrugated surfaces, according to the types
of flaws. The finding is important because the decision of which segmentation
method should be used is closely related to this. In other words, although the
selection of segmentation methods is done automatically, some facts can be ob-
served as followings:

— HVStd is the most frequently selected method. It is suitable for segmenting
images with point/line flaws, such as small stains and dotted scratches.

— GradOtsu is suitable for segmenting images with corrugated surfaces, such
as wrinkles.

— Otsu method is most suitable for segmenting images with smooth surfaces,
such as greasy stains, strip scratches, and large stains.

— For some types of flaws, different segmentation methods might derive similar
well results. For examples, either HVStd or GradOtsu can be used to segment
bubbles and small stains.

Table 1. Flaw detection and classification results of the samples in test set

Flaw Type Samples Misclass. Classification Method Run-Time

samples  Rate (%) Chosen (ms)
Wrinkle 7 0 100.00 GradOtsu 34.1
Strip Scratch 12 1 91.67 Otsu 29.2
Greasy Stain 17 1 94.12 Otsu 45.5
Line Scratch 4 1 85.71 HVStd 24.6
Protrusion 7 1 85.71 HVStd 40.1
Dent 91 0 100.00 HVStd 17.3
Pinhole 5 0 100.00 Otsu 26.0
Large Stain 52 0 100.00 HVStd 18.9
Small Stain 160 3 98.12 HVStd 17.2
Dotted Scratch 16 3 81.25 HVStd 22.7
Bubbles 102 2 98.04 HVStd 18.3
Glue Particles 137 2 98.54 GradOtsu 31.9
Fish Eye 34 0 100.00 HVStd 31.1
Broken Warp 12 2 83.33 GradOtsu 29.9
Broken Woof 42 3 92.86 GradOtsu 31.3
Total 768 18 97.66
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Execution time is an important issue, too. HVStd is the default method for
segmenting an incoming image; therefore, if it is selected for the subsequence
segmentation, the image has no need to be segmented again. On the other hand,
if other methods are chosen, the image will be re-segmented. Therefore, the
run time depends on the segmentation method chosen. Besides, the run time is
related to the flaw types. The average run time evaluated by a 1200MHz personal
computer can be seen in Table 1.

4 Conclusion

In this paper, we have proposed a novel methodology for segmenting a vari-
ety of images. The main advantage of the proposed thresholding scheme is its
ability to choose an appropriate method from the three segmentation methods
automatically. The proposed method does not require establishing complicated
classification tree; we use ANN classifiers for both image segmentation and flaw
classification, instead. The automatic selection is according to the features ex-
tracted from the image to be segmented. The overall segmentation and classifica-
tion rates of the 768 images in the test set are 99.69% and 97.66%, respectively.
The experimental results show the effectiveness of the selected features for clas-
sification and the power of BPN networks.
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