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Abstract

A wireless sensor network consists (WSN) of a number of sensor nodes communicated
wirelessly. Sensor nodes deployed in target region are capable of collecting, storing, and
processing environmental information. Study of WSNs is becoming a hot research topic. Thisis
a two-year research project. In the first year, we aim to investigate fundamental properties of
WSNs. In the second year, we shall apply our research results of the first year to WSN
applications. This report summarizes our final results. Asto fundamental properties of WSNs, we
have successfully estimated the probability of link occurrence, the expected number of links of
each sensor, the expected area covered by a sensor or a number of sensors with the consideration
of border effects, expected k-coverage, clustering coefficient of WSNs, and the number of hidden
terminals in a WSN. As to the applications of our fundamental results, we have proposed a
chain-based data gathering scheme for WSNs that can minimize energy consumption. We also
developed a topology control protocol that turns off redundant sensors while preserving sensory
coverage. This scheme needs no location information of sensors. For mobile object tracking in
WSNs, we have proposed an analytica work that generates border-crossing rates for target
objects without historical statistics. This profiling facilitates tree-based tracking scheme in that it
reduces message cost. Our research results have been published partially in three journals as well
asinfour international conferences.

Key words: Wireless Sensor Networks, Probability Analysis, Network Coverage, Hidden

Terminals, Clustering Coefficient, Chain Structure, Data Gathering Scheme, Power Saving
Technique, Object Tracking
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Link Probability, Network Coverage, and Related
Properties of Wireless Ad Hoc Networks

Li-Hsing Yen and Chang Wu Yu
Dept. of Computer Science and Information Engineering
Chung Hua University
Taiwan 300, Republic of China

Abstract— This paper has analyzed link probability, expected
node degree, expected number of links, and expected area
collectively covered by a finite number of nodes in wireless ad
hoc networks. Apart from the formulation of exact mathematical
expressionsfor these properties, we have disclosed two fundamen-
tal results: (1) Every possible link has an equal probability of
occurrence. (2) It is the border effects that makes two links
probabilistically dependent. Simulation results show that our
analysis predicts related measure with accuracy.

I. INTRODUCTION

We define an (n,r, [, m)-network as a wireless ad hoc
network (MANET) that possesses the following properties: (1)
The network consists of n nodes placed in an [ X m rectangle
area. (2) The position of each node is a random variable
uniformly distributed over the given area. (3) Each node has a
transmission radius of 7 unit length, where r < min(l, m). (4)
Any two nodes that are within the transmission range of each
other will have a link connecting them!. We are concerned
with several fundamental properties in this model.

It was commonly believed that the probability of link
occurrence in MANET cannot be identical. However, we found
that it is not true. The expected node degree and the expected
number of links in a MANET have also been obtained. Pre-
vious work on degree estimate [1], [2], [3] does not take into
account border effects [2], which refers to the circumstance
that a node placed near the system border will cover less
area (with its radio signal) than nodes placed midway. Border
effects makes the conventional estimate inaccurate. In contrast,
our results are not subject to border effects.

The next problem to solve is the expected area jointly
covered by a finite number of nodes, which is a form of so-
called coverage problem. Given the expected node coverage,
which can be derived from link probability, the problem at
hand is still complicated by the fact that region covered by
each node may overlap one another in a stochastic way.

We also found that border effects are not only a major
obstacle to precise calculations of many network properties,
but also the reason behind the probabilistic dependency of
two links. This implies that the occurrences of any two links
are independent to each other if border effects disappear.

I'This is a simplified model as only path loss is taken into account. In a
practical network, different nodes would experience different shadowing, thus
making the transmission radius different for different nodes.

0-7803-8815-1/04/$20.00 ©2004 IEEE 525

We conducted experiments for a quantitative analysis of the
impacts of border effects. The numerical results show that our
analysis accurately estimates these network properties.

II. LINK PROBABILITY AND EXPECTED DEGREE

This section computes analytically the probability that two
arbitrary nodes are within the transmission range of each
other. Let the position of node 7 be determined by Cartesian
coordinates (X;,Y;), where 0 < X; <l and 0 <Y; < m.
Clearly, X;’s are iid random variables with p.d.f. f(x) =1/1
over the range [0, [], while Y;’s are iid with p.d.f. f(y) =1/m
over [0, m].

Lemma 1: For any two distinct nodes ¢ and j in an
(n,r,l, m)-network with positions (X;,Y;) and (X;,Y;), re-
spectively, let Z; = |X; — X;| and W; = |Y; — Y;|. We
have Pr[Z; < 2] = (—2® + 202)/I1?,0 < 2z < [, and
Pr[W; < w] = (—w? + 2mw)/m?, 0 < w < m.

Proof: We show only the result for Pr[Z; < z]. The result
for Pr[IW; < w] can be derived in a similar way. We know
that Pr[Z; < z] =Pr[X; < X; < X; + 2]+ Pr[X; < X; <
X, +z]. The value of Pr[X; < X; < X;+ 2] can be calculated
by taking integrals over two non-overlapping intervals and
then adding them up. The first interval corresponds to when
Xi+2z < 1. We have PriX; < X; < X, +2z <[] =

577;i+zf(xi,xj)dxjdxi, where f(z;,z;) is the joint p.d.f.
of X; and X;. Since X; and X are independent, f(z;,z;) =
flxj)f(x;)) =1/12. SoPr[X; < X; < X; +2 <] =2(1—-
z)/I?. The second interval corresponds to when X; + 2z > [.
We have Pr[l — 2z < X; < X; < ] = 2?/2{%. Therefore,

PriX; < X; < X;+2] = £(—2) % _ —z;?;le.
2

Similarly, Pr[X; < X; < X; + z] = =222 It follows

that Pr[Z; < z] = # O

Lemma 2: For any two distinct nodes ¢ and j in an
(n,r, 1, m)-network with positions (X;,Y;) and (X;,Y;), re-
spectively, let U; = (X; — X;)? and V; = (Y; — Y;)%. The
p.d.f. of U is f(u) = (ﬁ —1)/12,0 < u <[, and the p.d.f.
of Vi is g(v) = (% — 1)/m? 0 <v<m?

Proof: Let F'(u) be the probability distribution function
of U;. We have F(u) = Pr[U; < u] = Pr[Z; < V], 0 <
u < 1%, where Z; = |X;— X;|. By Lemma 1 we have Pr[Z; <
Vu] = —u + 2ly/u/1?. Therefore the p.d.f. of U; is f(u)
F'(u) = (ﬁ —1)/12, 0 < u < (2. Similarly, the p.d.f. of V;

is g(v) = (% —1)/m?, 0 <v<m?

|
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Theorem 1: In an (n,r, [, m)-network, the occurrence prob-
ability of link (7, j) between any two distinct nodes ¢ and j is
(3t — 2103 — 2mr3 + mr2ml) /m212.

Proof: Link (i,j) forms if and only if the distance
between them is not greater than r. Thys tgle probability of
link (i,j) is Pr[U; + Vi < 7% = [ [; " h(u,v)dvdu,
where U; = (X; — X;)?%, Vi = (Y; = Y;)?, and h(u,v) is the
joint p.d.f. for U; and V;. Since U; and V; are independent,
we have h(u,v) = f(u)g(v), where f(u) and g(v) are as
defined in Lemma 2. It follows that Pr[U; + V; < r?] =
(3t — 2103 — 2mr3 + mr2ml) /m212. O

Theorem 1 indicates that the probability of link (i, )
depends on the values of m, [, and r but not on i, j, or n,
and all links have equal probability. The result of identical
link probability does not contradict the thought that link
occurrences are correlated.

Given n random variables R;, where ¢ = 1 to n, it is known
[4] that E[Rl +Ro+-- '+Rn] = E[Rﬂ-i-E[RQ]-‘r' : +E[Rn]
regardless whether R;’s are independent to each other. Since
each node may have n — 1 links and there are potentially
n(n—1)/2 links between n nodes, we have the following two
corollaries.

Corollary 1: The average (expected) node degree in an

(n,r,l,m)-network is (n — 1)(37* — 3lr* — 2mr® +
mr?ml) /m212.

Corollary 2: The expected number of links in an
(n,r,l,m)-network is n(n — 1)(3r* — 20r3 — Fmr® +

ar2ml) /2m212.
Fig. 1 shows the expected degree estimated by Corollary 1 for
various n and 7.

Theorem 2: In (n,r,l,m)-network with r <
min({/2,m/2), the expected transmission coverage area
of a single node is ¢ = (37* — 31 — Fmr® + 7r?ml)/ml.

Proof: Tt is straightforward since link probability derived
in Theorem 1 is equal to ¢/lm. The result has also been
confirmed by geometric computation (for details, refer to [5]).

|

an

III. EXPECTED NETWORK COVERAGE

Let C), be the expected area jointly covered by n randomly
placed nodes, referred to as network coverage. We want to
express (', in terms of expected node coverage ¢.

The deployment of nodes can be thought of as an iterative
process that places nodes one by one. Suppose 7 — 1 nodes
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Fig. 2. Ratios of the theoretical network coverage to the whole system area,
with n ranging from 1 to 99 and r ranging from 1 to 491.

have already been placed. When we add the nth node to the
(n — 1)-node network, the extra coverage area contributed by
this newly placed node is a portion of its node coverage. Let p,,
denote the proportion of this portion to the node coverage. C,
can be expressed as a recurrence relation as C),, = C,,_1+pp @.
Since nodes are uniformly distributed, p,, is expected to be the
proportion of the uncovered area to the whole target area. Thus
we have p,, = (A—C,,_1)/A, where A denotes the area of the
target region. It turns out that C,, = Cy,—1 + (1 = Cp,—1/A) .
Since C7 = ¢, solving this recurrence relation yields

Cn=[1-(1-9¢/A)"A

(D

Eq. (1) holds for any shape of target region as well as for any
shape of node’s coverage. Let us focus on [ x m rectangular
where A = [m and, if border effects are not taken into account,
¢ = 7r2. Eq. (1) becomes

Cp=[1— (1 —mr?/lm)"]im. )

This is a rough estimation for expected network coverage. The
following theorem gives us a precise estimation considering
border effects.

Theorem 3: For an (n,r,l, m)-network with [ > 2r and
m > 2r, the expected area collectively covered by all nodes
is

m212
el

n

— %7"4 + §l7"3 + %mr?’ — mr?ml

573 Im
m?l

Proof: We have A = Im for an [ X m rectangle. By

Theorem 2 and (1), we obtain the result. O

Fig. 2 shows the ratios of the theoretical network coverage
to the whole system area for various n and 7.

IV. LINK DEPENDENCY

Many researchers (e.g., [1]) have pointed out that link
occurrences are not independent events. Their arguments are
mainly based on a three-link scenario: the event that both link
(X,Y) and link (X,Z) show up is not independent of the
event that (Y, Z) exists. However, few studies have reported
on the dependency of any two links.

Two links that share no common endpoint node are obvi-
ously independent to each other. Let X, Y, and Z be three
nodes and consider L xy, the event that link (X, Y") exists, and



Lx 7, the event that link (X, Z) exists. When X is located at
(z,y), the probability that both Y and Z are located in X’s
coverage is [c(z,y)/Im]?, where c(z,y) denotes the area that
a node located at (x,y) covers. Thus the joint link probability
of LXY and LXZ is

1 ez, y)]?
Pr[Lxy,Lxz] = m // [’] dydz.  (3)
0Jo

lm

Theorem 4: If border effects can be removed but system
area remains constant (which can be achieved by using, e.g.,
torus convention [6], [3]), the occurrences of any two links
are independent to each other.

Proof: Clearly, c(x,y) = 7r? for all z, y if border effects
disappear. Thus Pr[Lxy] = Pr[Lxz] = 7r?/lm. By (3), we
have PI‘[LXY7LX2] = Pr[ny] PI‘[sz] for all X, Y, Z. 1

Corollary 3: Tt is the border effects that makes any two
links in an (n,r, 1, m)-network dependent.

Note that the three-link argument remains valid regardless
of border effects.

V. SIMULATIONS AND NUMERICAL RESULTS

We conducted additional experiments for a quantitative anal-
ysis of the impacts of border effects on network properties. The
first property we measured is average degree. Fig. 3(a) shows
average degrees estimated with Poisson point process [2] (the
rough estimate) while Fig. 3(b) shows the results obtained
from the simulation. Fig. 3(c) shows the errors of Corollary 1
in comparison with the simulated results, where the error is de-
fined as |estimated value — measured value|/measured value.
The mean is 2.56 x 10~% while the standard deviation is
4.81 x 10~*. Fig. 3(c) shows the errors of the rough estimate
in comparison with the simulated results. Clearly, the errors
are in proportional to the radio radius r (the mean is 0.22 and
the standard deviation is 0.11). This can be explained as the
impacts of border effects become significant as the radio radius
becomes large. In contrast, the largest error of our estimate is
only 0.6%, occurring on the smallest n and r.

We next measured coverage ratio, the ratio of the network
coverage to the whole system area. Fig. 4(a) shows results
estimated with Eq. (2). Fig. 4(b) shows the results obtained
from the experiments. The errors of Theorem 3 in comparison
with the simulated results are shown in Fig. 4(c), with mean
= (.50 x 10~ 2 and standard deviation = 0.68 x 10~2. Fig. 4(d)
shows the errors of the results estimated with (2). The mean
is 2.97 x 1072 and the standard deviation is 5.78 x 1072, We
conclude that Theorem 3 is more accurate and has smaller
variance than (2).

VI. CONCLUSIONS

Exact mathematical expressions for link probability, ex-
pected node degree, expected number of links, and expected
node and network coverage have been formulated. It has
been shown that every possible link in a MANET has equal
probability of occurrence. It is also proven that two links are
probabilistically independent to each other if there is no border
effect. Additional experimental results confirm our analysis.

527

N
o 100 100 NN
8 2 N
g 2 SN
N
a 50 o 50 N
xR R
0 === 0 —_Tnm:=Xx
300 S 300 SR i EESSSTT s
RSS20 200 NS o0
D= S
X X 00 100 X X 100 100
Radio radius Number of nodes Radio radius

Number of nodes

@ ®)

=
—T~Tt
—T—__erT:sTR=R
| s
R
ARiNR

300

100
Number of nodes

. 100
Number of nodes Radio radius

(©) (d)

. ~ 10
Radio radius

Fig. 3. Average degree in 1000 x 1000 rectangle. (a) Results of rough esti-
mate. (b) Simulated results. Each value is averaged over 100,000 experiments.
(c) Errors of precise estimate. (d) Errors of rough estimate.

£ 100 £ 100

kel e s 8 Sty

= (o Suduithal = SR

<] 0 (imssessssasditutin <] sttt

g ”f (et g (iommassmiaitgitiyd

g 'I/,"m‘»‘o’o’.':‘\\\\\\‘\\\\‘\\\\““\\\\\‘ il g (e

5 0 (s il \\\\\\“ 3 0 (st “\\\\\\

S 500 I”/I[//"l;,o ST S g0 W;’;{' i
ll

Koo XX
I O
[ I
(R g

250
Radio radius

50
Number of nodes Radio radius

50

00 Number of nodes

(@)

00
(b)

. - 50
Radio radius 0 0 Number of nodes Radioradius 0 0 Number of nodes
(© (d)
Fig. 4. Network coverage ratio in 1000 x 1000 rectangle, with the same

ranges of n and r as with Fig. 2. (a) Results estimated by Eq. (2). (b) Results
obtained from simulations (averaged over 10,000 experiments). (c¢) Errors with
Theorem 3. (d) Errors with Eq. (2).

REFERENCES

[1] L. Kleinrock and J. Silvester, “Optimum transmission radii for packet
radio networks or why six is a magic number,” in Proc. IEEE 1978 Natl.
Telecomm. Conf., 1978, pp. 4.3.1-4.3.5.

C. Bettstetter and J. Zangl, “How to achieve a connected ad hoc
network with homogeneous range assignment: an analytical study with
consideration of border effects,” in Proc. 4th IEEE Int’l Workshop on
Mobile and Wireless Communications Network, 2002, pp. 125-129.

C. Bettstetter, “On the minimum node degree and connectivity of a
wireless multihop network,” in Proc. of ACM Symp. on Mobile Ad Hoc
Netw. and Comp., Lausanne, Switerland, June 2002, pp. 80-91.

E. R. Dougherty, Probability and Statistics for the Engineering, Comput-
ing, and Physical Sciences. Prentice-Hall, Inc., 1990, p. 238.

L.-H. Yen and C. W. Yu, “Link probability, network coverage, and related
properties of wireless ad hoc networks,” Dept. CSIE, Chung Hua Univ.,
Taiwan, Tech. Rep. CHU-CSIE-TR-2004-004, May 2004.
P. Hall, Introduction to the Theory of Coverage Processes.
and Sons, 1988.

(21

(3]

(4]
[5]

(6] John Wiley



234

IEEE COMMUNICATIONS LETTERS, VOL. 9, NO. 3, MARCH 2005

Clustering Coefficient of Wireless Ad Hoc
Networks and the Quantity of Hidden Terminals

Li-Hsing Yen, Member, IEEE, and Yang-Min Cheng

Abstract— Clustering coefficient has been proposed to char-
acterize complex networks. Hidden terminals may degrade the
performance of CSMA (carrier sense multiple access) protocol.
This letter computes analytically the clustering coefficient and the

quantity of hidden terminals for ad hoc networks. The former

turns out to be a constant and the latter is proportional to n°p?,

where n is the number of nodes and p is the link probability. The
connection between them has been established, and simulation
results confirm our analytic work.

Index Terms— Hidden terminal, clustering coefficient, ad hoc
networks, multihop networks.

I. INTRODUCTION

ETWORKS of complex topology such as social net-

works and the Internet were traditionally modeled as
random graphs [1]. In Watts and Strogatz’s pioneer work [2],
they recognized that many real systems are better described
as ‘small-world’ networks rather than random graphs. Small-
world networks differ from random graphs in the tendency of
clustering, or cliqueness, which is the extent to which a node’s
neighbors are also neighbors to each other. Specifically, for
node ¢ having m; > 2 neighbors, at most C'(m;, 2) links may
exist between these neighbors. Let F; be the total number
of links that exist among ¢’s neighbors. Node ¢’s clustering
coefficient, ¢;, is defined to be E;/C(m;,2). The clustering
coefficient of the whole network is the average of all individual
Ci’S.

Clustering coefficients of random graph, regular network
[2], and small-world network have been well investigated [3].
To the best knowledge of the author, however, the clustering
coefficient of mobile ad hoc (multi-hop) networks (MANETS)
has not yet been known. In this letter, we have computed
analytically the clustering coefficient of MANET under the
assumption of uniform location model (Section II).

Hidden terminals refer to a pair of nodes that cannot sense
each other but have at least one common neighbor node [4].
Transmission collisions may occur between hidden terminals,
which cannot be prevented by carrier sensing. The existence
of hidden terminals thus degrades the performance of CSMA
(carrier sense multiple access) protocol substantially [5]. There
have been extensive schemes proposed to deal with hidden
terminal problems (e.g., RTS/CTS-like handshake [6], [7]).
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However, little research has been done on quantifying hidden
terminals for a given MANET. We also have analyzed the
number of hidden terminals and found its connection to the
clustering coefficient (Section III).

II. CLUSTERING COEFFICIENT OF MANET

Definition 1: An (n,r,l,m)-network is a MANET that
possesses the following properties:

o The network consists of n nodes placed in an [ X m

rectangle area.

« The position of each node is a random variable uniformly

distributed over the given area.

o Each node has a transmission radius of a uniform length

7.

e A link exists between two nodes that are within the

transmission range of each other!.

A wireless node is said to cover a region if every point in
this region is within the node’s radio transmission range. A
node placed near system boundary will cover less system area
than expected, as part of its coverage region is outside the
system. This is referred to as border effects. To avoid clumsy
results brought by border effects, we use torus convention
[8], which turns the rectangle area into a torus such that the
region covered by any node is considered completely within
the system. Torus convention leads to the following property.

Lemma 1: The link probability (namely, the probability of
occurrence of any link) in an (n,r,[, m)-network with torus
convention is p = 772 /lm when r < min(l/2,m/2).

We must further restrict r’s maximum value to
min(l/3,m/3) when torus convention is used. The reason
is that two nodes that are not neighbors but have a common
neighbor can be distanced up to 27 from each other. When
torus convention is used and the distance between them is
only slightly less than 27, they may be incorrectly recognized
as neighbors on the opposite direction if r > min(l/3,m/3),
making our analysis imprecise.

The following two lemmas are essential in our derivation.

Lemma 2: [9] Given m random variables R;, where i = 1
tom, E[R1+Ra+---+Ry) = E[R1]+ E[R2]+- -+ E[R]
regardless whether R;’s are independent to each other.

Lemma 3: The expected area jointly covered by two neigh-

boring nodes is
, < 3\/§>
T m™ — T .

Proof: See Appendix. ]

I'This is a simplified model as only path loss is taken into account.

1089-7798/05$20.00 (© 2005 IEEE
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Given any node A with m > 2 neighbors, let N(A) =
{X1,Xs, -, X,,} be the set of A’s neighbors. For any X; €
N(A), let N(A); = {X,|X,;, € N(A) A X; € N(X;)} be
the set of nodes that are both neighbors of A and X;. Note
that |INV(A);| stands for the number of links connecting two
neighbors of A such that one end of these links is X;. The
expected number of links connecting any two neighbors of A
is

1 m
SE [ IN(A)
i=1

The expected value is divided by two because we count every
link twice (at both ends). By Lemma 2 we have

R 1 & 1«
o D IN(A)l| = 3 > E[IN(A)| = 3 > Ea,
i=1 i=1 i=1
where E,4; denotes the expected value of |N(A);|. By
Lemma 3, the ratio of the region jointly covered by A and
X, to A’s coverage area is expected to be
3v3
4
It follows that
3v3

)

EAﬂ‘ = (m — 1) .

for any ¢. Therefore, the expected number of links connecting
any two neighbors of A is

3V3

m(m—1) [ 3V3
2 4

Dividing this value by the maximum number of links (i.e.
m(m — 1)/2) yields the expected clustering coefficient.
Theorem 1: The network clustering coefficient in an
(n,r,l, m)-network is expected to be a constant
3v3
c=1- T
We conducted simulations to confirm the accuracy of this
theorem (See Fig. 1). The measured clustering coefficient
data with torus convention have mean 0.5820 (with standard
deviation 0.0313), very close to the theoretical value. The
clustering coefficient without torus convention is also close
to the predicted value but increases slightly with r (mean
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Fig. 2. Number of HT-triples in 1000 x 1000 rectangle. Each value is
averaged over 100 experiments. (a) Theoretical result. (b) Measured result
with torus convention. (c) Estimation error of (a) with respect to (b). (d)
Measured result without torus convention.

= 0.6492, standard deviation = 0.0656). Observe the little
raise of the measured value with torus convention when r >
min(l/3,m/3).

III. QUANTITY OF HIDDEN TERMINALS

Definition 2: For any three nodes X, Y, and Z, an HT-

triple (X,Y, Z) is formed if both X and Z can communicate
with Y but they cannot reach each other. Y is said to be the
Jjoint node of the HT-triple.
(X,Y, Z) forms an HT-triple if Y located within X’s coverage
region and Z located within Y’s coverage region but not
within X’s. By Lemmas 1 and 3, the probability of HT-triple
(X,Y,Z) is

3V3
7TT2 y 7'l"l"2*7"2 (W*T) _(1
im lm o

Theorem 2: The total number
(n,r,l, m)-network is expected to be

o)p*. (1)

of HT-triples in an

n —C

(3> (1= e = 2= Cn(n - 1)(n — 2)p*
Proof: There are C(n,3) ways to select three nodes
from n nodes without order. Any selection may yield three
possible HT-triples, each corresponding to a distinct joint
node ({(X,Y, Z) forms an HT-triple whenever (Z,Y, X) does
and vise versa, so they are treated as one unique HT-triple).
Although some of these HT-triples may be correlated, the
expected number can still be computed (thanks to Lemma 2).
|
Note that n o< n®p?. Fig. 2 compares theoretical result
estimated by Theorem 2 with measured values obtained from
simulations. Fig. 2(c) shows error of the theoretical estimation,

where the error is defined to be
theoretical value — measured value

n=3

measured value

The error is almost negligible except for the smallest n and 7,
where the measured value approaches zero. There is also rather
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Fig. 3. Two circles intersect each other.

high error when r > 350 with torus convention. The measured
result obtained by not using torus convention follows the same
trend as the theoretical estimation, but with a different scale.

IV. CONCLUSIONS

We have formulated the clustering coefficient of MANETsS,
which turns out to be a constant with torus convention. The
number of hidden terminals in a MANET is proportional to
n3p?, where n is the number of nodes and p is the link
probability. Simulation results have confirmed the accuracy
of our computation.

REFERENCES

[1] B. Bollobés, Random Graphs, 2nd ed.
2001.

[2] D. J. Watts and S. H. Strogatz, “Collective dynamics of ‘small-world’
networks,” Nature, vol. 393, pp. 440—442, June 1998.

[3] R. Albert and A.-L. Barabdsi, “Statistical mechanics of complex net-
works,” Reviews of Modern Physics, vol. 74, pp. 47-97, Jan. 2002.

[4] F. A. Tobagi and L. Kleinrock, “Packet switching in radio channels: Part
II - the hidden terminal problem in carrier sense multiple-access modes
and the busy-tone solution,” IEEE Trans. Commun., vol. 23, pp. 1417—
1433, Dec. 1975.

[5] C. L. Fullmer and J. Garcia-Luna-Aceves, “Solutions to hidden terminal
problems in wireless networks,” in Proc. SIGCOMM, Cannes, France,
1997, pp. 39-49.

[6] P. Karn, “MACA: A new channel access method for packet radio,”
in Proc. of ARRL/CRRL Amateur Radio 9th Computer Networking
Conference, Sept. 1990, pp. 134-140.

[7]1 V. Bharghavan, A. Demers, S. Shenker, and L. Zhang, “MACAW: A me-
dia access protocol for wireless LAN’s,” in Proc. of ACM SIGCOMM’94,
London, England, 1994, pp. 212-225.

[8] P. Hall, Introduction to the Theory of Coverage Processes.
and Sons, 1988.

[9] E.R. Dougherty, Probability and Statistics for the Engineering, Comput-
ing, and Physical Sciences. Prentice-Hall, Inc., 1990, p. 238.

Cambridge University Press,

John Wiley

IEEE COMMUNICATIONS LETTERS, VOL. 9, NO. 3, MARCH 2005

APPENDIX

Suppose that two nodes of transmission radius r located
at O and O’ are neighbors, with the distance between them
X < r (X is a random variable). We want to calculate the
expected area of the lens-shaped region that is jointly covered
by these two nodes. Let A and B be two distinct intersecting
points of these two circles (refer to Fig. 3). The area of each
half of the “lens” is equal to the area of sector OAB minus
the area of triangle OAB. Let § = /AOB be the central angle
given X, where 27/3 < 6 < 7. We have

X = 2rcos(0/2).

The area of triangle OAB is

2r sin (g) % 24 <€> cos (Q) _ r2 sinel

2 2 2 2

So the area of the lens is
29 2 o3 9
9 [m“ _ r¥sin

- — 2 — Q]
- 5 } (0 —sin6).

Let F(z) be the probability distribution function (p.d.f.) of
X. Since nodes are uniformly distributed, Pr[X < z] is
proportional to the area of the circle having radius z and being
centered at O. Therefore,

71'1'2 C,UQ

Flz)=Pr[X <z]=— ==.

mr2 r2

Since § = 2 arccos(X/2r), the p.d.f. of 0 is

2
G(y) Pr {% <h< y}
= Pr [27“(308g <X §r]
2

F(r)-F <2rcos%) = —2cosy — 1.

It follows that the probability density function of 6 is g(y) =
G'(y) = 2siny. Therefore, the expected area of the lens-
shaped region that is jointly covered by O and O’ is

/ 7"2(0 —sinf)(2sinb)do = rlr— 37\/5
27

3
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Abstract

We are concerned with wireless sensor networks where n sensors are independently and uniformly distributed at ran-
dom in a finite plane. Events that are within a fixed distance from some sensor are assumed to be detectable and the
sensor is said to cover that point. In this paper, we have formulated an exact mathematical expression for the expected
area that can be covered by at least k out of n sensors. Our results are important in predicting the degree of coverage a
sensor network may provide and in determining related parameters (sensory range, number of sensors, etc.) for a
desired level of coverage. We demonstrate the utility of our results by presenting a node scheduling scheme that
conserves energy while retaining network coverage. Additional simulation results have confirmed the accuracy of

our analysis.
© 2005 Elsevier B.V. All rights reserved.

Keywords: Sensor network; Coverage; Border effect; Node scheduling; Uniform distribution

1. Introduction

Rapid progress in wireless communications and
micro-sensing MEMS technology has enabled the
deployment of wireless sensor networks. A wireless
sensor network consists of a large number of sen-
sor nodes deployed in a region of interest. Each
sensor node is capable of collecting, storing, and

* Corresponding author. Tel.: +886 351 86408; fax: +886 351
86416.
E-mail address: lhyen@chu.edu.tw (L.-H. Yen).

processing environmental information, and com-
municating with other sensors. The position of
sensor nodes need not be engineered or predeter-
mined [1] for the reason of the enormous number
of sensors involved [2] or the need to deploy sen-
sors in inaccessible terrains [1]. Due to technical
limitations, each sensor node can detect only
events that are within some range from it. A piece
of area in the deployment region is said to be cov-
ered if every point in this area is within the sensory
range of some sensor. In this paper, we are
concerned with a fundamental property of such

1570-8705/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
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network: the area that can be covered by at least k
out of n sensors randomly placed in a bounded
region. This is referred to as k-coverage [3,4] and
the problem of evaluating k-coverage is a form
of so-called coverage problem.

In the literature, the coverage problem has been
formulated in various ways. A related but different
formulation is asking how to effectively cover a gi-
ven region. For example, the Art Gallery Problem
is to determine the number of guards/cameras
and the position of each guard/camera that are
necessary to visually cover a polygonal region
(the art gallery) [5]. Shakkottai et al. [6] have con-
sidered the necessary and sufficient conditions for
covering a sensor network with nodes arranged
in a grid over a square region. The coverage prob-
lem has also been formulated as to determine
whether or how well a given set of sensors covers
a region [3]. In [7], Meguerdichian et al. defined
worst and best case coverage problems, which
are to identify regions of low and high observabil-
ity, respectively. Geometry techniques such as
Voronoi diagram and Delaunay triangulation
have been used in solving these problems [7,8].
For other definitions of coverage problem, refer
to the survey in [9].

In the aforementioned context, one either needs
to determine (as an output) or is given (as an in-
put) the exact position of every sensor. In contrast,
it is the distribution of sensor positions rather than
exact position of every sensor that is assumed in
our problem setting.

The problem of estimating k-coverage is com-
plicated by two factors. First, region covered by
each sensor may overlap one another in a stochas-
tic way. Second, a sensor placed near the border of
the deployment region will cover less area than
sensors placed midway, since not all its disk-
shaped sensory region will be within the deploy-
ment area. This is referred to as border effects.
Prior work [10,11] established approximations or
asymptotic bounds for 1l-coverage problem. In
contrast, we have formulated an exact mathemati-
cal expression for expected k-coverage in face of
border effects. To the best knowledge of the
authors, this is the first study that achieves this.
A direct application of our result is that given a
deployment area and the number of sensors with

their sensory range, one can easily point out what
level of coverage can be expected. Equivalently,
given sensor’s sensory range and the expected cov-
erage ratio, one can estimate the number of sensors
to be deployed. For a power conserving scheme
that allows each sensor to periodically power off
its sensory circuitry without coordinations with
others, our finding helps in determining the ac-
tive-to-sleep ratio for a desired network coverage.

The rest of the paper is organized as follows.
Problem definition and related work are presented
in the next section. Section 3 analyzes the expected
network coverage. Section 4 discusses the applica-
tions of our finding, including a node scheduling
scheme. Simulation model and numerical results
are described in Section 5. Section 6 concludes
our work.

2. Problem definition and related work

We assume that each sensor can detect events
that are within distance r from it, where r is called
sensory range. The area of the region that is cov-
ered by a sensor is defined to be the sensor’s node
coverage. Let N be a random variable denoting a
node’s coverage. N is 7 if the sensor’s sensory re-
gion is properly contained in the deployment area.
However, when a sensor is placed near the border
of the deployment region, N is expected to be less
than 7r? due to border effects. A region is said to
be k-covered if every location within it is covered
by at least k sensors. Define k-coverage to be the
size of the k-covered region after a number of
sensors have been randomly placed. We want to
express the expected value of k-coverage in terms
of E[N].

Traditionally, only 1-coverage is of interest. In
[11], Philips et al. analyzed the condition that a
given area is l-covered with high probability by
randomly located circles. Their analysis was done
under the assumption of Poisson point process
[11-15], which assumes a fixed density of nodes /4
instead of the exact number of nodes n. With this
modeling, whether an elemental area ds contains
exactly one node is a binomial distribution with
probability dsA. For a sufficiently large number
of nodes deployed within a sufficiently large
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system area (but A remains constant), the node de-
gree can be approximated by a Poisson distribu-
tion with mean Amr® [14]. Philips et al. proved
that, for any € > 0, if

(I14+¢€)ln4

A ’
then lim, .. Pr{the deployment region is 1-cov-
ered]= 1. Since the obtained results hold on the
condition that the system area approaches infinity,
where border effects become insignificant, the
results are only approximations when applied to
reasonable-size deployment region. Furthermore,
they were sorely concerned with the condition of
fully covering a deployment region; their result
cannot be used to estimate the coverage degree
of an arbitrary given network scenario.

The expected area that n randomly placed
circles may cover in a plane (i.e., 1-coverage) has
been analyzed by Hall [10]. He avoided border
effects by using the so-called torus convention,
which models the deployment region as a torus
such that a sensor’s sensory region is considered
completely within the deployment area. Let 4 de-
note the area of the deployment region. Hall has
shown that when n/4 — /, where 0 < A < oo, the
ratio of uncovered area in the deployment region
approaches exp(—Anr?) as r increases. Here mr” is
the node coverage with torus convention.

Although Hall’s estimate is only an asymptotic
result, we found through experiments that it pro-
vides good estimates to a certain degree (details
will be presented later). In this paper, we take a
different approach and obtain a result that im-
proves the precision of Hall’s 1-coverage estimate.
The improvement is particularly significant when
the network is not fully covered.

We analyze k-coverage based on our estimate of
1-coverage. The degree of coverage is considered a
measure of quality of service (QoS) that a sensor
network provides. High QoS is essential for appli-
cations that demands high degree of accuracy or
reliability. An example is distributed data fusion
[16], which is the process of automatic combining
or aggregating sensed data from multiple sensors.

Network coverage is central to node scheduling
schemes that conserve energy by powering off
redundant nodes while retaining network cover-

age. Node scheduling involves the decisions of
when and which node can enter power-saving or
sleep mode. Based on how these decisions are
made, existing approaches can be classified as
coordinated or uncoordinated ones. A coordinated
coverage-preserving node scheduling scheme pre-
sented in [17] demands that each sensor advertises
its location information and listens to advertise-
ments from neighbors. After calculating its cover-
age and its neighbors’, a node can determine if it is
eligible to turn off its sensory circuitry without
reducing overall network coverage. To avoid po-
tential ‘““‘uncovered hole” due to simultaneous
turning off, a back-off protocol is proposed that re-
quires each off-duty eligible sensor to listen to
other sensor’s status advertisement and, if neces-
sary, announce its own after a random back-off
time period expires. The behaviors of other coordi-
nated schemes [18-20] are similar to [17] in that
they all require the exchanges of location informa-
tion and eligibility status.

Carbunar et al. [21] transform the problem of
detecting redundant sensors to that of computing
Voronoi diagrams. Node location information is
required in their scheme to compute the Voronoi
diagram corresponding to the current node
deployment. Xing et al. [4] also exploit Voronoi
diagram to ensure k-coverage. They have shown
that k-coverage is ensured if every critical point
(where two sensor’s coverage areas intersect or a
sensor’s coverage area and border line intersect)
is covered by at least k sensors. The protocol they
proposed needs location information of every
sensor as well.

With location information in hand, coordinated
node scheduling [17-21,4] can ensure 100%
network coverage. However, the requirement of
location information may not be practical if
energy-hungry GPS (Global Positioning System)
device is assumed for this purpose. Moreover, it
is questionable whether the energy gained by turn-
ing-off sensors could compensate energy loss due
to coordination. PEAS [22] is a coordinated node
scheduling scheme that demands no location infor-
mation. Nodes in PEAS periodically alternate be-
tween sleep and working modes. When a node
wakes up from sleep mode, it can enter sleep mode
again if a “probe” message can be received from
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any working neighbor. PEAS does not guarantee
100% network coverage, yet energy has to be
consumed on transmitting and receiving probe
messages.

A uncoordinated scheme, on the other hand,
demands neither positioning nor communications
overhead. However, it is intrinsic that 100%
network coverage cannot be guaranteed. In this pa-
per, we present a uncoordinated node scheduling
scheme that ensures expected network coverage.

3. Network coverage estimate

The deployment of # sensors can be modeled as
a stochastic process that places sensors one by one
according to a uniform distribution over R. For all
1 < i< n,let N;denote the size of the region that is
covered by the ith placed sensor. N;’s are iid ran-
dom variables with p.d.f. 1/4 over R, where A4 is
the size of R. Therefore,

BV = EIN) = [ [ dtep)dyas 1)

where d(x, y) denotes the area covered by a node
located at location (x, y) € R. When border effects
are not taken into account, d(x, y) = mr? for all
(x, ) € R and E[N]= nr*. We shall derive E[N]
with the consideration of border effects latter in
this section.

Let us start with 1-coverage, based on which the
estimate of k-coverage can be obtained. When a
node is placed, only a portion of its node coverage
gives extra l-coverage. Let X; denote the extra 1-
coverage area contributed by the ith placed sensor
and C; be the random variable denoting the size of
the 1-covered region collectively offered by i ran-
domly placed nodes. We have E[C;]= E[X;]=
E[N] and C;=C;_1+ X; for all i, 2<i<n In
the latter case, E[C;]= E[C;_; + X;]. Although
C,_ and X; are correlated (a larger C;_; often im-
plies a smaller X; and vise versa), we still have
E[C;]= E[C;,_1]+ E[X,] due to the linearity of ex-
pected value (which states that, given m random
variables R; where i=1 to m, E[R;+ R, +
.-+ R,]=ER\]+ E[R]+ - + E[R,,] regard-
less whether R;s are independent to each other
[23]). Let F; = X,/N; be the proportion of the extra

coverage area contributed by the ith placed sensor
to its node coverage. It follows that E[C;]=
E[Ci1]+ E[FiN,]

If border effects are ignored, E[N,] = nr* by (1),
a constant that is independent of F;, so E[F;N,]=
E[F;]x E[N,]. If border effects must be considered,
F;and N; are correlated.! This can be justified as a
smaller N; implies that the ith node is closer to the
boundary, while a larger NV, implies that the node is
around the central region. Given C;_y, the value of
N; thus has an effect on the distribution of F,
though the effect may not be significant. Neverthe-
less, we propose to approximate E[F;N;] by
E[F;]x E[N], where E[N]is the expected node cov-
erage when border effects are taken into account.
Note this does not imply that we assume the inde-
pendence between F; and N or, equivalently,
ignore border effects.

As sensor nodes are uniformly distributed, F; is
expected to be the proportion of the uncovered
area to the whole deployment area. Thus we have

E[F) = /#[C"“].

It turns out that

E[C)] = E[Ciy] + <1 @)E[N]. 2)
Since E[C}] = E[N], solving E[C,] by (2) yields
e 1~ (1= o

E[N]/A is known to be the probability of link
occurrence p if the sensory range is viewed as the
range of radio communications [24]. Therefore,
(3) can also be expressed as E[C,]=][] —
(1 - p)'lA.

Eq. (3) holds for any shape of deployment
region as well as for any shape of node’s coverage
region. It is consistent with the intuition that
lim, . E[C,]= A4 and the experimental observa-
tion [7] that after deploying some number of
sensors, additional sensors do not improve
1-coverage significantly.

! In fact, it is border effects that makes F; and N; dependent.
Border effects are also the cause of the dependency between any
two links in MANETS [24].
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Now we extend the result to general k-coverage
cases. Forall 0 <i<nand0 <j <k, we define the
following random variables:

e (C!: the size of the j-covered area after i nodes
have been randomly placed. Note that C? =4
and C} = C; for all i and C/ = 0 for all i <.

e X/: the extra area contributed by the ith placed
sensor to the size of j-covered region.

e F/: the proportion of X/ to N..

By definition, E[C]] = E[C]_,] + E[X]] for all
i>j. We also propose to approximate E[X!] by
E[F’] x E[N]. F/ is expected to be the proportion
of the area that is exactly covered by j — 1 out of
i — 1 sensors to the whole deployment area. Thus
we have

E[c - cL] _E[cL] - E[CL]

V] — - iz
E[F]] = Y = Y .

It follows that

E[C) = E[C)] + (E[C"’t” _E[Cf“]>E[N1

A

= (1 - p)E[C]] +pE[CL], (4)
where p = E[N]/A. Expanding the right-hand side
recursively, we obtain

_ d./d _

J] — d—t t j—d+t
me) =Y (§ ) a-pEcil o
for all integer d, 0 < d < i —j. It is not efficient to
compute E[C¥] by applying (5). In fact, an efficient
approach to computing E[C’] is by way of dynamic
programming [25], where the computation of E[CY]
is carried out as a process of filling a (n+ 1) X
(k+1) table ¢(0,...,n,0,...,k). Some entries of
the table are already known (c(i, 0) = A for all i
and (i, j) =0 for all i <j); some can be derived
by Eq. (3) (c¢(i, 1) = C; for all i); and the others
can be computed by Eq. (4). The time complexity
of this approach is O(nk).

Our estimate of network coverage relies on the
estimate of node coverage. Let us focus on Ixm
rectangular deployment region and disk-shaped
sensory region centered at the sensor with sensory
range r. We have 4 = /m and, if border effects are
not considered, E[N]= = r*. Eq. (3) becomes

sea=[i-(1-2) |m. ©

This is a rough estimation for expected network
coverage. In the following, we shall find the value
of E[N]in face of border effects with the restriction
that » < min(/, m)/2. In accordance with the loca-
tion-dependent nature of coverage, we partition
deployment region R into three types of sub-
regions, as depicted in Fig. 1.

Let A, B, C represent the events that a sensor
node is located in sub-regions 4, B, and C, respec-
tively. It follows that

E[N] = Pr[d]$, + Pr[B]¢, + Pr[Clo, (7)

where ¢; denotes the expected coverage when the
sensor is located in region i. Since sensor’s location
is determined at random by uniform distribution,
we have

pria] = =20 =2) gy Dllbm—dr)
and Pr[C] :‘;_;2' 8)

We already know ¢, = mr2. In the following, we
are devoted to estimating ¢ and ¢.

3.1. Computing ¢p

Let u denote the distance from a node located in
B to the border of R (see Fig. 2). For a given u the
overlapped area of the sensor’s sensory region and
the deployment region is

f3(u) = uvVrr —u? + (n — arccos (g))rz

B A B m
rI C B C
le—> le—>|
r r

Fig. 1. Regions partitioning an / x m rectangle R.
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Fig. 2. A sensor node located in region B.

Since 0 < u < r, ¢p can be computed as

%/Orfg(u)du :i(/orumciu>

+ nr/ du — r/ arccos (Z)du.
0 0 r

It turns out that

bp = (n - %)rz (9)

3.2. Computing ¢c

Let the distances from a node located in C to
the two borders of the rectangle be u and v, respec-
tively (refer to Fig. 3). Depending on the location
of the sensor node, two cases are possible.

1. The distance to the corner is less than r
(Fig. 3a).

2. The distance to the corner is larger than or
equal to r (Fig. 3b).

Let ¢ and ¢ denote the expected coverage
in Cases 1 and 2, respectively. We have

(a) (b)

Fig. 3. Two cases of a sensor’s location in region C.

$c = Pr[C1[Clg ¢y + Pr[C2|Cls, (10)

where C; and C, denote the events that the loca-
tion of the node belongs to Cases 1 and 2, respec-
tively. Due to uniform distribution of node’s
location, Pr[C|C] and Pr[C;|C] account for the
proportion of the area where the respect case is
concerned. Thus we have

1/4nr* =

2= and
Pr[C,[C] = 1 —g. (11)

Pr[C,|C] =

We then compute ¢. Let fei(u, v) denote the
overlapped area of the node’s sensory region and
the deployment region in Case 1. By geometry
we have (refer to Fig. 3a)

SR 2
fc1 (u’ U) — uv+ u\/r2 u U\/}"Z v
N (1 _ arccos(¥) +2arccos(§) + g) 2
T

The expected area is

1 r ViZZ2
bcr :lm,z/o /0 Sfei(u,v)dvdu.
4

Due to space limitation, we omit tedious computa-

tion details here and simply show the result (for

details, refer to [26])
(P + 1)

q’)Cl - 277: .

Let fco(u, v) denote the overlapped area of the

node’s sensory region and the deployment region
in Case 2. We have (refer to Fig. 3b)

fer(u,0) = uVrr —u? + oVr2 — 12
arccos( arccos(®
+ (1 - () + (’))nrz.

T

(12)

Similar technique used in computing ¢, can be
used here. It turns out that

4 7
42 (n— 5 — —
¢C2 _(4_3718) (13)
By (10)(13), we have
29
bc = (77: — ﬁ>r2. (14)
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We summarize all derived results by the following
two theorems.

Theorem 1. If a sensor node with sensory range r is
uniformly distributed at random in an [ X m rectan-
gular region (r < min(l, m)/2), its expected coverage
is

1 4 4

=P = —mP + wPml

BN =2—3 3

Proof. It can be derived by (7)~(9) and (14), and
the knowledge that ¢, =% O

Theorem 2. When n sensor nodes each with sensory
range r are uniformly distributed at random in an
[ X m rectangle (r < min(l, m)/2), the expected area
collectively covered by these sensors is
1 4 4 ;
=0 — gmr3 +rml

23

E[C,]=|1- Im.

)
m21

Proof. We have 4 = Im for an /X m rectangle. By
Theorem 1 and (3), we obtain the result. [

4. Discussions

Our theoretical finding is useful in predicting the
degree of coverage a sensor network may provide.
For example, if 25 sensor nodes with sensory range
100 are uniformly distributed in 1000 x 1000 rect-
angle, 51.8% (55.0% by the rough estimation) of
the deployment region is expected to be 1-covered.
If we double the number of sensors, the result is in-
creased to 76.8% (79.7% by the rough estimation).

The result can also be used to determine related
parameters for a desired network coverage. Define
expected network coverage ratio (ENCR) to be
E[C!]/A. Assuming a fixed sensory range, the fol-
lowing result can be used to determine the minimal
number of sensor nodes required for a desired
ENCR.

Lemma 3. Consider a deployment region of size A.
Given a fixed sensory range such that the expected
node coverage is E[ N], the number of sensor nodes

needed for ENCR = 1 — ¢, where 0<e<1, is at
least

Ine
In (1 ELN]) .

Proof. We are given the condition

l—e< {1—(1—@)’1} <1.

So we have
E n
0< (1—%) <e<1,

which implies

nln (1 —#) <Ilne<0.

Since In(1 — E[N]/A) <0, we then have

o[ (1-E)] 5 e

It turns out that

0> —Ine _ Ine . 0

} m(1-20) (1)

By Lemma 3, for more than 99% of the deploy-
ment region being 1-covered in the previous exam-
ple, the number of sensors should be increased to
158 or more.

In case when sensory range r is also tunable, we
may adjust both n and r to obtain a desired
ENCR. The interesting thing is, whatever n and r
are set for a particular ENCR, the expected num-
ber of communication links per node (i.e., ex-
pected link degree) is bounded.

Theorem 4. If the radio communication range of
every node is the same as the sensory range, the
expected link degree is upper-bounded by —Ine for
ENCR =1 —¢, where 0 <e< 1.

Proof. Yen and Yu [24] have shown that the
expected link degree in a n-node network is
f(n) =(n— 1)p, where p is the probability of link
occurrence. Recall that ENCR can be expressed
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in terms of p as 1 — (1 — p)”. Letting it be 1 — ¢,
where 0<e<1, we have p=1-— e and the
expected link degree is f(n) = (n—1)(1 —e).
Since f'(n) = (1 — &)+ (n—1)(n2e'lne) > 0 for
all n>1, fin) is monotonically increasing when
n>1. To derive the limit of f{n) when n
approaches infinity, let = 1/n and we have

lim (n — 1)(1 — &) _pim 200 =€)

n—oo t—0 t
By L’Hopital’s rule,

. (1= -=¢€

== )

t—0 t

— lim —(I =€)+ (1 —1t)(—€lne)

—0 1

= —Ine.

Therefore, the expected link degree is upper-
bounded by —Ine. [

Higher link degree usually indicates higher de-
gree of channel contentions and thus poor link
performance in case of contention-based medium
access control (MAC) protocol. Theorem 4 there-
fore implies that if contention-based MAC proto-
col (such as CSMA/CA) is used in sensor
networks, the degree of channel contentions can
be bounded yet a particular ENCR can be
ensured.

The result also has theoretical relevance to
other fundamental properties such as network
connectivity. Let r, denote the radio communica-
tion range of every sensor. It has been pointed
out [15] that, given r, = 2r, a set of communication
units are in the same connected component (con-
nected) if the area jointly 1-covered by these units
(with sensory range r) is not partitioned. Intui-
tively, one would not expect separately covered
area with a sufficiently high coverage ratio. In fact,
it has been proven recently [20,4] that r,=2r
suffices to ensure network connectedness on the
premise of 100% coverage ratio.

The probability of link occurrence becomes
4F[NJ/ A if r, = 2r. Accordingly, the expected link
degree is upper-bounded by —4Ine for ENCR =
1 —e

We now demonstrate the utility of our result by
presenting a uncoordinated node scheduling
scheme. It works as follows:

e Each node independently alternates between
active and sleep modes. The decision of switch-
ing from active to sleep modes or vise versa
is purely stochastic. The time periods of
active and sleep modes are exponentially dis-
tributed random variables with means 1, and
/s, rEspectively.

e The probability of any node being in active
mode initially is p, = A./(Za + As).

Suppose that a node has entered active and
sleep modes for m times. The total time that the
node stays in active and sleep modes are k-Erlang
distributions with means m/, and ml,, respec-
tively. Therefore, the probability that a node is in
active mode at any given time is ml,/(mA, +
mls) = p,. Since the states of nodes are not corre-
lated, the number of active nodes at any given time
forms a binomial distribution with mean np,.
Therefore, np, nodes are expected to be active at
any time and the expected network coverage can
be estimated by substituting np, for n in Theorem
2. A merit of this approach is that, though the
method is stochastic in nature, it is deterministic
to set the values of parameters 4, and A, for a de-
sired network coverage. This is not possible with-
out the help of our theoretical finding.

The above node scheduling scheme is similar to
that proposed in [19], where all nodes randomly
and independently switch operating modes on a
time-slot basis. The assumption of time slots im-
plies that all sensors are clock-synchronized, which
incurs additional communications overhead. The
authors have analyzed the probability of a point
being uncovered under the assumption of Poisson
point process. Given that a sensor is in active mode
with probability p, (calculated as a long-term aver-
age), the probability that a given point is uncovered
in a given time slot has been shown to be
exp(—puAnr?). This is consistent with Hall’s result
on the ratio of uncovered area, as the node sched-
uling effectively drops node density from 4 to p,A.

5. Simulation results

We conducted additional experiments to dem-
onstrate the accuracy of our theoretical findings.
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In all experiments, sensor nodes are randomly uni-
formly distributed over a 1000 x 1000 rectangle. A
Monte Carlo algorithm [27] is used to calculate the
size of k-covered region given a particular sensor
deployment. It works as follows. We conducted
10,000 random tests for a given deployment. A
point in the target area is randomly chosen in each
test and the test successes if this point is covered by
at least k sensors. Let p be the total number of tests
that success. The k-covered area is 10007 x
p/10,000.

The simulation design for 1-coverage is as fol-
lows. The number of sensors # is varied 1-99 in
increments of 2 and sensory range r is varied 1-
491 in increments of 10. For each combination
of n and r, we repeated 100 experiments and took
an average on coverage area.

We measured coverage ratio, the ratio of 1-cov-
erage to the whole system area. Fig. 4(a)—(c) show
results estimated by Theorem 2, Eq. (6), and Hall,
respectively. Fig. 4(d) shows the results obtained
from the experiments. The differences between the-
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oretical estimations and the experimental results
are shown in Figs. 5-7, where the difference is de-
fined as value obtained by theoretical estimate
minus that of experimental result. Table 1 lists
means, standard deviations, maximum values,
and minimum values of the differences.

We found that all theoretical predictions over-
estimate the coverage ratio at most cases. Further-
more, the degree of overestimate is high when the
network is not fully covered and approaches zero
when 100% coverage ratio is almost ensured. This
can be explained as all estimates converge to 100%
coverage ratio when the number of nodes or the
sensory range goes beyond some value. When
numerous sensors are deployed but the sensory
range is small enough so that the deployment re-
gion is not yet fully covered, the results are similar
(Fig. 8). Based on the experimental results, we
conclude that Theorem 2 is more accurate and
has smaller variance than either Eq. (6) or Hall’s
estimate, particularly when the network is not
completely covered.
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Fig. 4. Network coverage ratios in 1000 x 1000 rectangle, with n ranging from 1 to 99 and r ranging from 1 to 491. (a) Results
estimated by Theorem 2. (b) Results estimated by Eq. (6). (c) Results estimated by Hall [10]. (d) Results obtained from simulations

(averaged over 10,000 experiments).
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Table 1
Differences of various estimations
Estimation Mean  Standard Max Min

(0 0) deviation (0 0) (%)) (0 0)
Theorem 2 0.3912  0.5747 2.9037 —0.1398
Eq. (6) 1.6590  2.9599 28.6529  —0.0002

Hall’s 1.1947 1.6888 8.0457  —0.0002

In k-coverage experiments, we changed the
number of sensors n (ranged from 1 to 199) and
measured different &’s (from 1 to 10). The sensory
range r is fixed to 100 and the deployment region is
assumed 1000 x 1000. For each combination of n
and k, we repeated 100 experiments and took an
average on the ratio of k-coverage to the whole
system area.

Fig. 9 shows our estimates, while Fig. 10 shows
the results obtained from the experiments. The dif-
ferences between theoretical estimations and the
experimental results are shown in Fig. 11. The

x 10
5 ,
—A~ Theorem 2
al = Eq. (6)
—— Hall [10]

Difference
N

0 2000 4000 6000 8000 10000
Number of nodes

Fig. 8. Differences of all estimates when numerous sensors are
deployed. The deployment region is 1000 x 1000 and the
sensory range is 10.

mean, standard deviation, maximum value, and
minimum value of the differences are 2.18 x 1074,
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Difference (%)

Number of nodes

Degree of coverage (k)

Fig. 11. Differences between theoretical estimations and the measured results.

0.82 x 1072, 0.0253, and —0.0190, respectively. The
results confirm that our estimate is accurate in
general.

6. Conclusions

We have analyzed the expected k-coverage of-
fered by a number of randomly placed sensors
with the consideration of border effects. We found
that, although many combinations of # (the num-
ber of sensors) and r (sensory range) can be set
for a particular expected 1-coverage ratio, the ex-
pected number of communication links per node
has a upper bound that depends only on the de-
sired expected 1-coverage ratio, not on any specific
values of n and r. Our results have been exploited
to design a stochastic node scheduling algorithm
that conserves energy yet preserves network cover-
age. Additionally, simulation results have demon-

strated the accuracy of our theoretical findings.
We hope that our finding can be a step stone to
the ultimate goal of characterizing other related
network properties.
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Computing Subgraph Probability of Random Geometric
Graphs: Quantitative Analyses of Wireless Ad Hoc
Networks
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Abstract. This paper undergoes quantitative analyses on fundamental
properties of ad hoc networks including estimating the number of hidden-
terminal pairs and the number of exposed-terminal sets. To obtain these results,
we propose a paradigm to systematically derive exact formulas for a great deal
of subgraph probabilities of random geometric graphs. In contrast to previous
work, which established asymptotic bounds or approximation, we obtain
closed-form formulas that are fairly accurate and of practical value.

Keywords: Ad hoc networks, sensor networks, analytical method, random
geometric graphs, performance evaluation, hidden terminal, exposed terminal,
quantitative analysis.

1 Introduction

Ad hoc networks (MANETS), which are wireless networks with no fixed infrastructure,
have received extensive attentions [1, 5, 8, 12, 38-41, 46, 49-52]. Each mobile node in the
network functions as a router that discovers and maintains routes for other nodes. These
nodes may move arbitrarily, and therefore network topology changes frequently and
unpredictably. Other limitations of ad hoc networks include high power consumption, scare
bandwidth, and high error rates. Applications of ad hoc networks are emergency
search-and-rescue operations, meetings or conventions in which persons wish to quickly
share information, data acquisition operations in inhospitable terrain, and automated
battlefield [38]. Bluetooth networks [53] and sensor networks [35, 42] are commercial
products of ad hoc networks.

A geometric graph G=(V, r) consists of nodes placed in 2-dimension space R* and edge
set E={(7,)) | d(i, j)<r, where i, je V and d(i, j) denotes the Euclidian distance between node i
and node j}. Let X={x|, x, ..., x,} be a set of independently and uniformly distributed
random points. We use HX,, r, A) to denote the random geometric graph (RGG) [29] of n
nodes on X, with radius » and placed in an area 4. RGGs consider geometric graphs on
random point configurations. Applications of RGGs include communications networks,
classification, spatial statistics, epidemiology, astrophysics, and neural networks [29].

A RGG HX,, r, A) is suitable to model an ad hoc network N=(n, r, A) consisting of n
mobile devices with transmission radius 7 unit length that are independently and uniformly

F. Wang (Ed.): FORTE 2005, LNCS 3731, pp. 458 -472, 2005.
© IFIP International Federation for Information Processing 2005
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distributed at random in an area 4. When each vertex in X, r, 4) represents a mobile
device, each edge connecting two vertices represents a possible communication link as they
are within the transmission range of each other. A random geometric graph and its
representing network are shown in Figure 1. In the example, area A4 is a rectangle that is used
to model the deployed area such as a meeting room. Area 4, however, can be a circle, or any
other shape, and even infinite space.

—~ON

(a) (b)

Fig. 1. (a) An ad hoc network N=(6, r, A), where A is a rectangle. (b) Its associated random
geometric graph ¥( X, r, A).

RGGs are different from well-known random graphs 3, 13, 28]. One kind of random
graph can be characterized by two parameters #n and p, where n represents the number of
nodes and p represents the probability of the existence of each possible edge. Edge
occurrences in the random graph are independent to each other, which is not the case in
MANETs. Therefore the fruitful results of random graphs cannot be directly applied to
MANETs. Other graph models proposed for MANETS are interval graphs [16], unit disk
graph [7, 17], proximity graphs [29], and indifference graphs [37].

Many fundamental properties of ad hoc networks are related to subgraphs in RGGs. For
example, the IEEE 802.11 CSMA/CA protocol suffers from the hidden and the exposed
terminal problem [41, 45]. The hidden terminal problem is caused by concurrent
transmissions of two nodes that cannot sense each other but transmit to the same destination.
We call such two terminals a hidden-terminal pair. The existence of hidden-terminal pairs in
an environment seriously results in garbled messages and increases communication delay,
thus degrading system performance [24, 25, 45].

A hidden-terminal pair can be represented by a pair of edges (x, y) and (x, z) of G=(V, E)
such that (x, y)eE and (x, z)eE, but (y, z)¢E. In graph terms, such a pair of edges is an
induced subgraph p;, that is a path of length two (See Figure 2). Counting the occurrences of
P> in a given RGG helps counting the number of hidden-terminal pairs in the network.

The exposed terminal problem is due to prohibiting concurrent transmissions of two
nodes that sense each other but can transmit to different receivers without conflicts [41]. The
problem results in unnecessary reduction in channel utilization and throughput. We name
these nodes an exposed-terminal set. Similarly, the problem can be modeled as a subgraph H
of G=(V, E) with four vertices {x, y, z, w}cV such that {(x, ), (o, 2), (z, w)} ZE, but (x, z2)2E
and (y, w)gE (See Figure 2).
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12] H

Fig. 2. The subgraphs of hidden-terminal pair p, and exposed-terminal set H

Quantitative analyses on specific subgraphs of a given RGG are of importance for
understanding and evaluating the fundamental properties of MANETs. There is extensive
literature on the subgraph probability of RGGs [29]. Penrose had shown that, for arbitrary
feasible connected subgraph /7 with & vertices, the number of induced subgraphs isomorphic
to 7 satisfies a Poisson limit theorem and a normal limit theorem [29]. To the best of our
knowledge, previous related results are all asymptotic or approximate.

In the paper, we make the first attempt to propose a paradigm to systematically derive
the exact formulas for a great deal of subgraph probabilities in RGGs. In contrast to previous
asymptotic bounds or approximation, the closed-form formulas we derived are fairly
accurate and of practical value. With the paradigm, we undergoes quantitative analyses on
fundamental properties of ad hoc networks including the number of hidden-terminal pairs
and the number of exposed-terminal sets.

Computing the probability of occurrence of RGG subgraphs is complicated by the
assumption of finite plane. For example, one device in Figure 1 is deployed nearby the
boundary of rectangle 4 so its radio coverage region (often modeled by a circle) is not
properly contained in 4. This is due to border effects, which complicate the derivation of
closed formulas. Previous discussions usually circumvent the border effects by using torus
convection [1, 20]. Torus convention models the network topology in a way that nodes
nearby the border are considered as being close to nodes at the opposite border and they are
allowed to establish links. Most of the time, we adopt forus convention to deal with border
effects in the paper. However, we also obtain an exact formula for the single edge probability
of RGGs when confronting the border effects.

Our definition of random geometric graphs (X, », 4) is different from those of Poisson
point process [1, 12], which assume that the distribution of n points (vertices) on a possibly
infinite plane follows a Poisson distribution with parameter A (the given density). In Poisson
point process, the number of vertices can only be a random number rather than a tunable
parameter. In practice, however, some MANET modeling requires a fixed input # or a finite
deployed area.

The rest of the paper is organized as follows. In Section 2, some definitions and
notations are introduced. In Section 3, we briefly survey related results on RGGs. A
paradigm for computing the subgraph probability of RGGs with torus convention is
presented in Section 4. Section 5 presents those derivations when confronting border effects.
In Section 6, quantitative analyses on ad hoc networks are discussed. Finally, Section 7
concludes the paper.
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2 Definitions and Notations

A graph G=(V E) consists of a finite nonempty vertex set /" and edge set E of unordered
pairs of distinct vertices of V. A graph G=(V, E) is labeled when the |V] vertices are
distinguished from one another by names such as vy, v,, ..., vj. Two labeled graphs G=(V¢;,
E¢) and H=(V}, Ey) are identical, denoted by G=H if V=V and Eg=Ey. A graph H=(Vy,
Ey) is a subgraph of G=(Vg, Eg) if Vuc Vs and ExcEg. Suppose that V7 is a nonempty subset
of V. The subgraph of G=(V, E) whose vertex set is /" and whose edge set is the set of those
edges of G that have both ends in V7 is called the subgraph of G induced by V', denoted by
Gy. The size of any set S is denoted by |S]. The degree of a vertex v in graph G is the number
of edge incident with v. The notation(”]denotes the number of ways to select m from n
distinct objects.

The subgraph probability of RGGs is defined as follows. I[,, t 2={Gy, Gy, ..., Gy}

represent every possible labeled graphs of (X, r, A), where k=2 ’ . When G, is a labeled
subgraph in (2, we use Pr(G,) to denote the probability of the occurrence of G,. Suppose
ScV and TV, we define Pr(G,)= z Pr(G,)> when 1<w<k.

VG, eQand G cG,

Awalkin G=(V, E) is a finite non-null sequence W=ve,ve;...ev;, where v,V and e, E
for 0<i<k and 1<j<k. The integer k is the length of the walk. When v,, vy, ..., v are distinct,
W is called a path. A path is a cycle if its origin and terminus are the same. An induced
subgraph that is a path of length i is denoted by p,. Similarly, an induced subgraph that is a
cycle of length i is denoted by c¢;; ¢ is often called a triangle. A set of vertices is independent
if no two of them are adjacent. An induced subgraph which is an independent set of size i is
denoted by /;. The notational conventions used in the paper can be found in [4].

3 Related Work in RGG

A book written by Penrose [29] provides and explains the theory of random geometric
graphs. Graph problems considered in the book include subgraph and component counts,
vertex degrees, cliques and colorings, minimum degree, the largest component, partitioning
problems, and connectivity and the number of components.

For n points uniformly randomly distributed on a unit cube in @>2 dimensions, Penrose
[32] showed that the resulting geometric random graph G is k-connected and G has
minimum degree £ at the same time when n—co. In [9, 10], Diaz et al. discussed many
layout problems including minimum linear arrangement, cutwidth, sum cut, vertex
separation, edge bisection, and vertex bisection in random geometric graphs. In [11], Diaz et
al. considered the clique or chromatic number of random geometric graphs and their
connectivity.

Some results of RGGs can be applied to the connectivity problem of ad hoc networks. In
[39], Santi and Blough discussed the connectivity problem of random geometric graphs
HUX,, r, A), where 4 is a d-dimensional region with the same length size. In [1], Bettstetter
investigated two fundamental characteristics of wireless networks: its minimum node degree
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and its k-connectivity. In [12], Dousse ef al. obtained analytical expressions of the probability
of connectivity in the one dimension case. In [18], Gupta and Kumar have shown that if

r=_(logn+c(n)  then the resulting network is connected with high probability if and only if
m

c(n)—>. In [47], Xue and Kumar have shown that each node should be connected to ®(log
n) nearest neighbors in order that the overall network is connected.

Recently, Yen and Yu have analyzed link probability, expected node degree, and
expected coverage of MANETS [49]. In [48], Yang has obtained the limits of the number of
subgraphs of a specified type which appear in a random graph.

4 A Paradigm for Computing Subgraph Probability

In the section, we develop a paradigm for computing subgraph probability of RGGS.
First of all, we are to prove that the occurrences of arbitrary two distinct edges in RGGs are
independent in the next subsection. The property of edge independence greatly simplifies our
further calculations. For simplicity, we always assume that A4 is sufficiently large to properly
contain a circle with radius » in a ¥(X,, r, 4) throughout the paper; that implies T°<||. In
the paper, notation E;(£;") denotes the event of the occurrence (absence) of edge e;.

Since we adopt torus convention to avoid border effects in the section, single-edge
probability in RGG is obtained trivially and listed below.
Theorem 1: We have Pr(Ej)=an/ 4], for an arbitrary edge e~(u, v) and u=v, ina H(X,, r, A).

4.1 Edge Independence in RGGs

The next theorem will indicate that the occurrences of arbitrary two distinct edges in
RGGs are independent. The result is somewhat difficult to be accepted as facts at first glance
for some scholars. The following theorem shows that the occurrences of arbitrary two
distinct edges in RGGs are independent even if they share one end vertex.
Theorem 2 [49]: For arbitrary two distinct edges e~(u, v) and e=(w, x) in a ‘HX,, r, A), we
have Pr(E.£;)=Pr(E)Pr(E)).

Note that Theorem 2 does not imply that the occurrences of more than two edges in
RGGs are also independent. In fact, we will show their dependence later.

By Theorem 1 and 2, we obtain the probability of two-edge subgraphs immediately.

Corollary 3: For arbitrary two distinct edges e~(u, v) and e=(w, x) in a ‘HX,, r, 4), we
have Pr(E.E)= (/).

4.2 Base Subgraphs

In this subsection, we consider eight labeled subgraphs with three vertices as base
subgraphs, the probabilities of which will be used to compute the probability of larger
subgraphs later. Based on the number of edges included, subgraphs of three vertices can be
classified into four groups: a triangle (c;), an induced path of length two (p,), an edge with an
isolated vertex (p,+/;), and three isolated vertices (3) (See Figure 3).

To compute the probability of c;, we need the following lemma. Two equal-sized circles
are properly intersecting if one circle contains the center of the other. Due to page limit, we
omit the proofs of Lemma 4-5 and Theorem 6- 9 intentionally.



Computing Subgraph Probability of Random Geometric Graphs 463

VANWVANRV/ANIRN
N oo

pirth pitl pitl I

Fig. 3. Eight base subgraphs

Lemma 4: The expected overlapped area of two properly intersecting circles with the same
radius 7 is [” _ 3\6}2 ina HX,r,A).
4

The following conditional probability is a consequence of Lemma 4.
Lemma 5: For three distinct edges e=(u, v), e~(u, w), and e=(v, w) ina X, r, A), we have
PHEE,| Ek)—(” 33 ] 14|, where uvw.
4

The probability of the first base subgraph c; (triangle) can then be obtained.
Theorem 6: For three distinct edges e~(u, v), e~(u, w), and e=(v, w) in a HX,, r, 4), we
have Pr(E[EjE,)—(” N 33 ] /| A, where uzvEw.

4

Next, we consider the subgraph of an edge with an isolated vertex (p,+1).
Theorem 7: For three distinct edges e~(u, v), e~(u, w), and e=(v, w) in a HX,, r, 4), we
have P(EiEj'Ek'):”LZ (1-m7" —ﬂ %), where uzvw.
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We have shown that the occurrences of two distinct edges in a (X, r, 4) are
independent (Theorem 2). The next theorem, however, shows that edge independence does
not exist for subgraphs with three or more edges.
Theorem 8: The occurrences of arbitrary three distinct edges ina (X, 7, 4) are dependent.

The next base subgraph we considered is an induced path p,, which will be used to
model a hidden-terminal pair.
Theorem 9: For arbitrary three distinct edges e~(u, v), e~(u, w), and e=(v, w) in a ‘HX,, 7,
A), we have Pr(EEE) )= [ ﬁ J 7| AP, where uvew.

4

The last base subgraph we considered is /.

Theorem 10: For arbitrary three distinct edges e~(u, v), e=(u, w), and e=~(v, w) in a HX,, 7,

33
A), we have Pi(E/E/E/)=, _ LA ot Where uzvw.
4|4

Proof: (Omitted.) [ |
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4.3 A Paradigm for Computing Subgraph Probability of RGGs

To simplify calculation, we adopt the following graph drawings. A solid line denotes an
edge of G; a broken line denotes a possible edge between them; two vertices without a line
denote a non-edge of G. Note that such graph drawing represent a class of graphs G=(V, E,
Ep), where Eg(Fp) denotes solid-line edge (broken-line edge) set. For example, the following
graph denotes eight base graphs depicted in Figure 3.

We list some subgraphs discussed in Section 4.1 or 4.2 with their notations, drawings,
and probabilities in Table 1.

Table 1. Probabilities of subgraphs with three vertices or less in a RGG

b%fﬁ P E & P2 E1, L
o
P P 6
PIG) | w7 | (mlAY (ﬂ%?}%ff (3?}7“442 ' 'j’z 11; L
)

Note that we have Pr(E*y=Pr(c;)+Pr(p,) in Table 1. This equation can be derived by the
following two types of derivation rules.

Type Type II

In fact, type I (type 1) graph derivation rule can be applied on any broken-line edge
(non-edge) of any graph. That is, for any ecEp, we have G(V, Es, Ep)=G(V, Egu{e},
Ep-{e})tGyV, Es, Ep-{e}). Similarly, for any eg EqUEp, we have G(V, Eg, Ez)=G\(V, Es,
Epo{e})-Gy(V, Equ{e}, Ep) equivalently. We will show how these derivation rules can be
used to systematically compute subgraph probability of RGGs.

Given a subgraph of a RGG we try to obtain its probability by following three basic
steps in the paradigm:

(1) Decompose the graph into a linear combination of base graphs by recursively applying
the derivation rules.
(2) Compute the probabilities of base graphs.
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(3) Compute the probability of the graph by manipulating the probabilities of base graphs.

We have established probability formulas for essential components (i.e. base graphs) in
Section 4.2. The following example demonstrates the great convenience of this paradigm. A
graph H (representing the exposed-terminal set) is decomposed into a set of subgraphs
according to the derivation rules.

VAR
N

Graph H turns out to be a linear combination of three graphs. Although these subgraphs are
not base graphs, we can obtain their probabilities with the help of base graphs. The first
graph (denoted by E°) consists of three solid edges (which form a path of length three) and
three other broken edges; therefore we can obtain its probability by applying Theorem 1
three times; that is, we have Pr(E°y=(v*/|A|)’. The second graph (denoted by E'+c;)
consists of a triangle and a solid edge; then its probability can be obtained by applying

Theorem 6 and Theorem 1 once; that is, we have Pr(£ l+c3)—(” N & ] wt » . The last
414 1

graph (denoted by ¢3%) consists of two triangles with a common edge; we can also obtain its

probability by applying Theorem 1 once and Lemma 5 twice; that is, we have

2
Pr(c;)= [[”_3\6] r } Xﬂi . According to above discussion, we have
4 )l4)

Pr(H)=Pr(E3)-2><Pr(El+c3)+Pr(c32)=(mZ/A)3-2><[” 33 ] 73S +{” 33 ]2 =21
4 )14 4 ) |4 164
In summary, we have the following theorem.
Theorem 11: For arbitrary four distinct nodes x, y, z, and w in a ¥HX,, r, 4), we have
Pr(Gs=H)=27 m° | where S={x, y, z, wiand H=(Vy, Ep) with V;=S and {(x, ), (0, 2), (z,
16 ‘ Af
w)tc Ey, but (x, z)2 Ey and (v, w)gEp.

Table 2 lists subgraphs and associated probabilities mentioned above.
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Table 2. Probabilities of some subgraphs with four vertices in a RGG

Notation E E'+e; o H

(ﬂ—ﬁ}”zré (7[ 3x/§J2 7 27 w®

a7 | 1614

Pr(G) w14y

Following our paradigm, the probability formulas of a great deal of subgraphs (in RGGs)
can be obtained systematically. In Section 6, we will demonstrate that such specific
subgraphs with their properties have considerable merit in quantitative analyses of wireless
ad hoc networks.

5 Computing Subgraph Probability in the Face of Border Effects

In the section, we restrict the deployed area A4 to an /xm rectangle. We make an attempt
to face border effects and obtain a closed-form formula of computing the single edge
probability of RGGs. The results derived in the section can be used to measure the extent of
coverage and connectivity of ad hoc networks [23].

Due to page limit, the main result and its corollaries are listed only.

Theorem 12 [49]: Given a M X,, r, A) and an /xm rectangle A, the single edge probability

. . L1443 4 3 2
considering border effects is 2"~ ~ 3" —3mr” + - ml
272
m°l

Corollary 13: The average (expected) degree of a vertex in a (X, r, A) considering border

. 4 3 3 2 .
effects is (n-1)x(27 =3 =3mr” +m7ml ) \where A is an Ixm rectangle.
272
m°l

Corollary 14: The expected edge number of a HX,, r, A) considering border effects is

(n(n=1) (3" =3I —3mr’ + @ ml ) \where 4 is an Ixm rectangle.
2 m*l’

To obtain these results, we first derive some necessary lemmas. Let X,={x;, x,, ..., x,,} be
a set of independently and uniformly distributed random points in a given ¥ X,, r, 4), where
X=X, Y;) and 0<X<I and 0<Y;<m, for 1<i<n. Clearly, X;’s (and Y;’s) are independent,
identically distributed random variables with probability density function (p.d.f.) fx)=1/]
(g(y)=1/m) over the range [0, /] ([0, m]).

Lemma 15 [49]: Given a ‘¥ X,, , 4) and any two distinct nodes x=(X;, ;) and x=(X,, ), we

have Pr[| X-X;| <z]==2" + 2z and Pr[| Y- Y| <w}=—W" +2mW where 0<z</ and O<w<m.
J? ‘ m?
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Lemma 16 [49]: Given a ‘M X,, , A) and any two distinct nodes x=(X;, ;) and x=(X, Y)), we
1

have that: (1) the p.d.f. of (X-X)) is flu)="4 > =1 where 0<u<F’, and (2) the p.d.f. of (Y-Y)’
l 2

1

is g(v="v_* 1 where 0<v<m?.
2
m

1
Lemma 17 [43]: J'M’L/az —udu:u% la* —u +a’sin™ u +c, where ¢ is a constant.
a
We conclude that border effect does affect the value of the single edge probability of
X, r, A). If 4 is an Ixm rectangle, the difference between the single edge probabilities
with and without avoiding border effects (by adopting torus convention)
1,4

s A A3
is3mr +3Ir 3

m*l?
6 Quantitative Analyses of Wireless ad Hoc Networks

In the section, we make use of the derived results to develop quantitative analyses of ad
hoc (sensor) networks including the number of hidden-terminal pairs and the number of
exposed-terminal sets.

6.1 The Number of Hidden-Terminal Pairs

First, we compute the expected number of hidden-terminal pairs in any RGG The
performance of media access control (MAC) scheme is in close relation to the number of
hidden-terminal pair of a given wireless network [24, 25, 45]. In literature, a hidden-terminal
pair can be modeled by Hearing graph [45]; RTS/CTS mechanism and other methods have
been designed for alleviate the hidden terminal problems [2, 14].

Since each hidden-terminal pair consists of three distinct labeled vertices, we set S to be
the selected three-vertex set. There are[”} different combinations for selecting three from n

3
vertices, and three different settings for labeling one from three as the center of the
hidden-terminal pair (i.e. the internal node of the induced path with length 2). Therefore, we
have the number of hidden-terminal pairs ["j x3xPr(Gs=p,) =3 [”J ( ﬁ ] A by
3 3| 4

Theorem 9.
Theorem 18: The expected number of hidden-terminal pairs in a HX, r, 4) is

3 @ (3;5 J AR

Since 3 (1] [33) wAP3x mx(=Dx@=2) o (33) mdap
3 4 1x2x3 4

8

where 7 is the number of mobile nodes and  is the range of power.

—(n3—3n2+2n)( 33 ] /4P, we conclude that the hidden terminal pairs grow as like O(*r*),
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In [24], Khurana et al. have shown that if the number of hidden terminal pairs is small
and when collisions are unlikely, the RTS/CTS exchange is a waste of bandwidth. On the
other hand, if the number of hidden terminal pairs is large, RTS/CTS mechanism helps avoid
collision. Moreover, the optimal value for the RTS Threshold in IEEE 802.11 [24] depends
on the number of hidden terminals.

In [25], Khurana et al. have shown that hidden terminals can have a detrimental effect on
the performance (including throughput, packet delay, and blocking probability) of the IEEE
802.11 MAC protocol. Specifically, they have showed that throughput is acceptable when
the number of hidden-terminal pairs is less than 10%, beyond which throughput can fall
sharply [25]. When determining a network-level simulation of a mobile ad hoc network or
designing a wireless network, we can (with Theorem 18) precisely control the quantity of
hidden terminal pairs by adjusting the number of mobile nodes or the power range.

6.2 The Number of Exposed Terminal Sets

To derive a tight bound of the number of exposed-terminal sets in a given RGG we need
to compute first the subgraph probability of ¢, (a cycle of length four). The paradigm
proposed in Section 5 can be applied to tackle a great deal of subgraphs, but not some types
of subgraphs such as cycles. We try to obtain tight bounds for Pr(c,) in a different way.
Theorem 19: For arbitrary four distinct nodes u, v, w, and x in a ¥(X,, r, 4), we have
Pr(GS=c4)S[ ﬂ J ﬂi , where S={u, v, w, x}.
4 )4

Proof: Consider the geometric graph ¢, and its circle model (See Figure 4(a) and Figure 4(b)).
These four nodes need to be placed properly near to each other in order to form the cycle of
length four. Since the longest distance between every two neighboring centers is 7, the four

centers in the circle model must be placed in a convex quadrilateral with the same size length
r (See Figure 4(c)).

1@ B

Fig. 4. (a) A cycle of length four. (b) Its circle model. (c) The convex quadrilateral in the circle
model.

Since the subgraph c,4 consists of a induced path p,and another nearby vertex, we have
Pr(Gg=c4)<Pr(Gs=p,)xPr(the remaining vertex is near p, properly). Because Pr(the remain
vertex is near p, properly) is the probability of putting the center of the remaining node in the
convex quadrilateral, we have Pr(the remaining vertex is near p, properly)<(+*/ Al ).Ina

sequel, we have Pr(Gs=c,) < * X[MJ 't —[3\6] m° by Theorem 9. (]
[ U4 U lp
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Counting the number of exposed-terminal sets is equivalent to counting the number of

labeled subgraph H (See Table 2). There are ["] ways to select four from # elements. Each
4

has (4] « =12 ways in forming the subgraph H (Figure 5).
2

Note that every graph in the same row contains the same subgraph (cycle of length four).
Therefore the number of exposed-terminal sets is equal to the number of labeled H graphs
minus the number of the duplicated cycles (=3(duplicated counting)x3(rows)):

[4] X [n] xPr(G=H)-3x3x [nj xPr(Gg=cs)
4

2 4

=3'(n\m* -9><["J xPr(Gg=c4) (by Theorem 11)
a4 4

>3 (n\m* _9x('1)>< ﬂ L (by Theorem 19)
4\4 ‘Af 4 4 ‘A‘S

>(3* -273 ) n\m° .
4 4 ‘ Ar
Theorem 20: The expected number of exposed-terminal sets in a X, r, 4) is no less
than( 3* =273 \(n ﬂi
4 4 ‘ A‘s
Similarly, we conclude that the exposed-terminal sets grow as like O(1*7°), where  is the
number of mobile nodes and r is the range of power. In [41], Shukla ef al. have mitigated the
exposed terminal problem by identifying exposed terminal sets and scheduling concurrent
transmissions whenever possible. Combing with Theorem 20, we can estimate the extent of

performance degradation due to the exposed-terminal problem, and adopt similar techniques
used in [41] to improve system performance.

7 Conclusions

We have proposed a paradigm for computing the subgraph probabilities of RGGs, and
have shown its applications in finding fundamental properties of wireless networks. We are
surprised at finding some interesting properties:
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1. The occurrences of two distinct edges in RGG are independent.
2. The occurrences of three or more distinct edges in RGG are dependent.
3. Probabilities of some specific subgraphs in RGG can be estimated accurately.

Many interesting subgraph probabilities and their applications in MANETs are still
uncovered. For example, we are now interested in accurately estimating the diameter of
RGGs. We also believe that the techniques developed in the paper can be exploited to
conduct quantitative analysis on other fundamental properties of wireless ad hoc networks.
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SUMMARY

This paper aims to minimize energy expense for chain-based data gathering schemes, which is essential to
prolong the operation lifetime of wireless sensor networks. Energy expense in chain-based data gathering
schemes consists of two parts. One corresponds to inter-sensor communications and depends on chain
structure. The other corresponds to leader-BS (base station) communications and depends on leader
scheduling policy. To optimize inter-sensor communications, the notion of virtual chain is utilized, where
an edge may correspond to a multi-hop data propagation path to conserve power. In contrast, an edge in
previous work can only be a costly direct communication link. To optimize leader-BS communications, a
leader scheduling rule is presented, where the node with the maximum residual power will be selected to be
the leader of the chain. In contrast, nodes in previous work act as leaders by turns, resulting in non-
uniform energy consumption among sensors. Simulation results show that our strategies are nearly optimal
in terms of power conservation. Copyright © 2006 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Rapid progress in wireless communication and micro-sensing MEMS technology has enabled the
deployment of wireless sensor networks. A wireless sensor network consists of a large number of
sensor nodes deployed in a region of interest. Each sensor node is capable of collecting, storing,
and processing environmental information, and communicating with other sensors.
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Data gathering refers to the process of collecting sensed data from every sensor to a
remote base station (BS), where end users can access the data [1]. Since sensor nodes are
usually battery powered, power-conserving techniques are essential to prolong the operation
lifetime of a sensor network. One such technique is in-node processing, a process of
automatically combining or aggregating sensed data before sending out the data. Another
technique is multi-hop transmission, which replaces the otherwise direct transmission
between every sensor and the BS. Multi-path transmission consumes less power than
corresponding direct transmission does, since radio signal attenuation varies non-linearly
with distance [1].

To facilitate in-node processing and multi-hop transmission, existing data gathering
approaches organize nodes into clusters [1,2], a tree [3,4], or a chain [5,6]. Cluster-based
approaches are inherently distributed, but they may not effectively minimize power dissipation
[5]. Both tree-based and chain-based approaches have reported less energy consumption when
compared with cluster-based counterparts. Tree-based approaches allow simultaneous data
transmissions so the data-collection latency is expected to be low. However, simultaneous
transmission requires involved slot/code scheduling to prevent potential transmission
interference or collision [3,4]. In a pure chain-based scheme [7], simultaneous transmission
does not take place as nodes take turns in transmitting. While transmission in this setting is
collision free, it leads to a higher data-collection latency.

Once a chain has been formed, data are propagated from both ends of the chain toward some
designated sensor node called /eader. The leader then transmits the aggregated data directly to
the BS. Energy expense in each round of data collection thus consists of two parts. One is for
inter-sensor communications and depends on the structure of the chain. The other is for leader-
BS communications and mainly depends on the in-between distance.

This paper aims to minimize energy expense for chain-based data gathering schemes. For
inter-sensor communications, finding an energy-optimal chain structure is similar to the
travelling salesperson problem (TSP) on a complete graph, and thus NP-hard.* Therefore,
existing chain construction algorithms [5, 6] take heuristic approaches. These algorithms trade
time complexity for power efficiency. For a better realization, we design a solution framework
for the chain construction problem that accommodates existing solutions. Previously unseen
solutions can also be systematically devised under the framework. Some of the new methods are
highly power efficient yet have low time complexity. As a remark, we exploit the concept of
virtual chain, where each edge of the chain can correspond to a multi-hop data propagation
path rather then merely a direct radio link.

For leader-BS communications, we have pointed out that the previous leader scheduling
approach [5], which selects the leader in a round-robin fashion, still results in non-
uniform energy consumption among sensors as their distances to the BS vary. Section 3.4
formulates the problem of optimal leader scheduling as a linear programming problem
and proposes a simple scheduling rule called maximum residual power first (MRPF). MRPF
selects the node that has the maximum residual power to be the leader in each round of
data collection. Simulation results show that MRPF performs only slightly worse than the
optimal scheduling.

¥Not returning to the starting node (as in constructing a chain) dose not change the computational complexity of the
problem.
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2. PROBLEM DEFINITION AND RELATED WORK

We consider n sensor nodes that are assumed to be almost stationary. A BS distant from these
sensors collects sensory data from them for further processing. The BS is aware of all sensor’s
locations so that it can run a chain construction algorithm as well as a leader scheduling
algorithm and broadcast results to all sensors. Each sensor node is assumed to have power
control capability so that minimum energy is expended to reach intended recipients. The
data-collection process is periodic and a round of data collection is completed when all sensed
data are collected by the BS. The leader in each round of data collection is selected by the BS.
A sensor may not have sufficient transmission power to reach the BS. Such sensors are ruled out
by the BS in choosing the leader.

As mentioned, finding an energy-optimal chain is NP-hard. PEGASIS [5] uses a greedy
algorithm for chain construction. The furthest node from the BS is first added into the
chain as a head. Then the node not in the chain but closest to the head is appended to the chain
and becomes the new head. The process repeats until all nodes are included in the chain.
This method has O(n?) time complexity, but resulting chains are typically not power optimal.
Du et al. [6] proposed an improvement on the chain construction algorithm. Unlike PEGASIS,
where a non-chain node can only be appended to the end of the chain, the node can be inserted
into any position within the chain to minimize the increase of energy use due to adding the node.
In each round of the chain construction process, the node that increases energy to the least
extent will be added into the chain. The constructed chains are generally power efficient, but the
time complexity of this method is O(n%).

In these two methods, every edge of the chain represents a direct radio link between
two nodes. In this paper, we exploit the concept of virtual chain, where each edge of the
chain corresponds to a multi-hop data propagation path. In this way, the chain structure
is independent of actual data propagation paths among nodes: the topology superimposed
by all data propagation paths is generally a graph rather than a chain. A virtual chain can
be formally defined as follows. Consider two arbitrary nodes X and Y. Let Pyy be a
data propagation path starting at X and terminating at Y, which is a sequence of nodes X = x;,
Xi+1,...,X; = Y, where j>i+ 1. The length of Py y, |Py, y|, denotes the number of elements in
Py y minus one. A sequence of n nodes xi,xs,...,x, with VP = {P, . |1<i<n} is a virtual
chain if there exists some Py, .., € VP such that |P, .. |> 1. The sequence is a conventional
chain otherwise.

Sensor node’s radio transmission range is typically limited due to technical limitation or for
practical concern, which implies that not every node has a direct link with every others. This
could be a problem of PEGASIS in constructing a chain. Take Figure 1 as an example, where a
chain is under construction and the current head is d. Suppose that node e is reachable only
from nodes already in the chain: a, b, and ¢. Then the chain construction process will fail as it is
no longer possible to include e in this chain.

In Reference [6], the chain construction process will fail if there exists some node that is on
neither end of the chain and has only one neighbour. Actually, two bidirectional links are
essential for being a non-end member of a chain in both methods. With the concept of virtual
chain, a chain structure can always be formed provided that the underlying network topology is
connected. Therefore, virtual chains are more flexible than conventional chains.

We use the model described in Reference [1] to express energy dissipation caused by
radio transmissions. This model has been adopted in References [2,4-6]. The radio dissipates

Xit+1
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Figure 1. A chain under construction. Node e cannot be included in the chain.

Eec = 50 nJ/bit to run the transmitter or receiver circuitry and the transmitter amplifier spends
gamp = 100 pJ/bit/m* to achieve an acceptable signal-to-noise ratio, where o is the path
exponent that indicates the rate at which the pass loss increases with distance. The value of o
typically ranges from 2 to 4, depending on characteristics of the communication environment
[8]. Aforementioned studies assume that o = 2, which is the case of free space. We assume that
o = 3, which is typical in noisy urban area [8], and thus is more realistic.

We assume that in-node processing is used so that every data message has k bits. It
follows that if node x transmits a message to node y, x consumes energy kEgiec + keampd (X, y)*,
where d(x,y) denotes the distance between x and y, while y expends kEge.. The energy
dissipation per transmission therefore consists of two parts. One part is of fixed quantity
denoted by 0y = 2kEge.. The other depends on « and on the distance from transmitter
to receiver.

Given a data propagation path X = x;, x;11,...,x; = Y, the cost of Py y is defined to be the
total energy expense for propagating a k-bit message from X to Y, i.e.

il
(Py.y) = (j = i+ D)3k + Keamp »_ d(x1, X,11)"
=i
Let ®(X,Y) = {Pxy} be the set of all possible data propagation paths from X to Y. Define
mep(X,Y) = {ppe®X,Y) A Vp' e ®(X,Y): c(p)<c(p))} be the set of minimum-cost data
propagation paths from X to Y. Given a virtual chain {N;}} | and its associated set of data
propagation paths {Py, .., };’;11, the cost of the virtual chain is defined as

n—1

Z A(PN,Nivy)

i=1
The chain has the lowest cost if Py, x,,, € mcp(N;, Niy1) for all i. The optimal virtual chain

problem is to find a virtual chain whose lowest cost is the minimum among all possible ones.
This is an NP-hard problem.

3. THE PROPOSED SCHEME

Under our chain construction framework, a chain construction algorithm consists of two parts
(Figure 2). The first is to compute and store the costs of every possible pair of nodes. Provided
the cost information, the second part constructs a logical chain among all sensor nodes. The
issue of leader scheduling is discussed in Section 3.4.

Copyright © 2006 John Wiley & Sons, Ltd. Int. J. Commun. Syst. (in press)
DOI: 10.1002/dac



ENERGY OPTIMIZATION FOR CHAIN-BASED DATA GATHERING

Node-pair
Calculate cost of cost matrix | Construct Virtual
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Figure 2. Framework for chain constructions.
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Figure 3. (a) M,; and (b) the corresponding M,,.

3.1. Costs of node pairs

Conventionally, the cost of every pair of nodes is simply the energy expense of a direct
transmission between them [5, 6]. Let M, be a matrix whose element indexed by i, j, M4(i,j), is
the energy expense of a direct transmission between nodes i and j. To allow a virtual chain,
the costs should be associated with data propagation paths rather than direct links. Let M,
be the minimum cost matrix such that M,(i,j) = c¢(P;;) for some P;; € mep(i,j). Such a P;; for
every i and j can be found by running an all-pair shortest-path algorithm (e.g. Floyd-Warshall
algorithm [9, pp. 558-562]) on the input M,;. As an example, Figure 3(a) represents M,
graphically for a four-sensor network, where each edge is labelled with the direct transmission
cost between two terminal nodes. Figure 3(b) shows M, that corresponds to all-pair shortest
paths for M.

All-pair shortest-path algorithms are time expensive (O(n®) in case of Floyd-Warshall
algorithm). Alternatively, we may find first a minimum-cost spanning tree (MST) on the
weighted complete graph corresponding to M,. Then P;; is designated to be the shortest
path (actually the only path) traversing the tree from i to j. We denote the matrix that
keeps such costs by M,. With this approach, the data propagation paths found may not be
optimal. However, the time complexity of constructing an MST and traversing it from every
node is only O(n?).

Taking Figure 3(a) as an example, Figure 4(a) shows an MST of Figure 3(a). M,
corresponding to the MST is illustrated in Figure 4(b). Here M,(¢,d) = 13 because the data
propagation path from c to d is confined to be that along the tree (i.e. ¢, @, b, d). Observe that this
is not a minimum-cost path.

It is interesting and also important to note the property of the triangle inequality in these cost
matrices. The triangle inequality refers to that the cost between any two nodes 4 and B must be
at most the cost between A4 and any other node C plus the cost between C and B. The triangle
inequality does not hold if M, is used as the cost matrix in our problem setting (due to the
non-linear attenuation property of radio signals). That is, M,(i,j) can be larger than
M (i, k) + My(k,j) for some i, j, and k. Nevertheless, the triangle inequality does hold in case
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Figure 4. (a) MST of Figure 3(a); and (b) the corresponding M,.

of M,, as it is a property of shortest paths [9, p. 520]. For M, computed based on an MST, the
triangle inequality still hold by the following theorem.

Theorem 1
Let T; be an MST built on the graph corresponding to M. If M, is computed based on 7, we
have M,(i,j) < M,(i, k) + M(k,j) for any i, j, and k.

Proof

For any two nodes i and j in a tree, there exists exactly a unique simple path® from i to j. The
path from 7 to k and then to j is either the same path from i to j, for which the equality of cost
holds, or a non-simple path. In the latter case, an edge incident with k£ must be included in the
path twice, one immediately followed by the other (one joining at k and the other leaving k). If
the occurrences of this edge are removed from the path, the path becomes either the exact simple
path from i to j or a non-simple path with lower cost which can be further shrank by above
arguments. The conclusion thus follows. O

3.2. Chain construction

Once M, (or M,) and every P;; have been obtained, a virtual chain can be formed using any
conventional chain construction algorithm such as those proposed in References [5, 6]. The only
difference is that the algorithm may run on M, or M, instead of M,. Figure 5 shows different
chains obtained by running the appending-based chain construction algorithm of PEGASIS [5]
on different cost matrices.

Although the insertion-based chain construction algorithm [6] generally performs well, here
we consider an MST-based chain construction heuristic which is more time efficient. The basic
idea is to find an MST first (on the weighted complete graph representing My, M,, or M,) and
then convert it to a chain. A tree can be converted to a chain by traversing the tree from the root
in prefix order. The visiting sequence then corresponds to a chain. Figure 6 shows an example.
Time complexity of this approach is O(n?).

This heuristic has been devised for the TSP, and is often accompanied with the assumption of
the triangle inequality. It can be shown that, thanks to the triangle inequality, the heuristic
creates a TSP tour whose cost is at most twice the cost of the MST [9, pp. 969—972]. The cost can

YA path is simple if it does not include the same edge twice [10].
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Figure 5. Different chains found by running PEGASIS on: (a) M, of Figure 3(a); (b) M, of Figure 3(b);
and (c¢) M, of Figure 4(b).
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Figure 6. (a) A tree rooted at a; and (b) the chain corresponds to the prefix traversal of (a).

Table I. All possible cost-metric/chain construction combinations.

Chain construction

Cost matrix Greedy appending Greedy insertion MST traverse
M, (direct transmission) PEGASIS [5] Direct-insertion [6] Direct-MST
M, (all-pair shortest paths) Shortest-appending Shortest-insertion Shortest-MST
M, (paths confined to MST) MST-appending MST-insertion MST-MST

be further reduced to at most 1.5 times as the minimum cost [11]. However, a constant
performance ratio is impossible without the triangle inequality.

In summary, we have one design choice among three cost metrics and another design choice
among three chain construction algorithms. Table I lists all possible combinations. Among
them, the operations of MST-based chain constructions are detailed in Figure 7. The procedure
MST-MST can be further simplified by the following theorem.

Theorem 2
Let T; be an MST built on the graph corresponding to M,. Assume that M, is the cost matrix
computed on T,. Let T, be an MST on the graph corresponding to M,. The cost of T is equal to
that of 7.

Proof

For every edge (i,j) € T, let P;; denote the data propagation path from i toj that traverses 7. If
|P;;| = 1, edge (i,7) must be an edge of T as well. So if we can prove that |P;;| = 1 for every edge
(i,j) € Ty, the cost of T, will be equal to that of T,. Suppose, by contradiction, that there exists
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Direct-MST

1. Compute and store in My direct communication costs of all node pairs.
. Find an MST T,; on My.
3. Convert Ty to a chain.

VI V)

Shortest-MST

. Compute and store in M, direct communication costs of all node pairs.

. Compute cost matrix M, by running an all-pair shortest-path algorithm on Mj.
. Find an MST T}, on M,,.

. Convert T}, to a chain.

B0 N

MST-MST

Compute and store in My direct communication costs of all node pairs.
. Find an MST T, on M.

Compute cost matrix M; based on Ty.

. Find an MST T} on M.

. Convert T} to a chain.

Tk W N =

Figure 7. Operations of MST-based chain constructions.

an edge (i,j) € T, with |P;;| > 1. It follows that there is at least one intermediate node k on P;;.
Since P;; corresponds to the shortest path traversing T, from i to j, it must be a simple path.
Therefore, for any k we have M,(i,k)+ M,(k,j) = M,(i,j)." There are four possible cases
depending on the relation among i, j, and k.

® Both edges (i, k) and (k, /) are included in 7. This is impossible since the inclusion of these
edges plus (i, /) creates a cycle in 7.

® Edge (i, k) but not (k,j) is included in T;,. We can form 77 by first removing (i,/) from 7,
and then adding (k, /) into T,. Note that 7] does not contain cycle and the cost of 77 is
lower than that of 7} since we swap (i, /) for a lower-cost edge (k, /). It follows that 77 is a
tree with cost lower than that of 7.

® Edge (k,j) but not (i, k) is included in 7. Similarly, this leads to another tree whose cost is
lower than that of 7.

® Neither (i, k) nor (k,j) is included in 7;. T, must contain a path from i to k and another
from k to j as T, is connected. The lengths of these paths must be greater than one. Now
consider replacing (i,j) with the combination of (i, k) and (k,j) in T,. Let the result be 7.
Note that 77 has the same cost as 7, but contains two cycles, one involving the path from i
to k and the other j to k. We can remove any edge from the first path and any other from
the second, resulting in a tree with cost lower than that of 7.

All these cases lead to impossibility or contradiction, so we conclude that there exists no edge
(i,j) € T, with |P;;| > 1. O

Theorem 2 indicates that, in case of MST-MST, we may directly convert T, instead of 7, to a
chain. Procedure MST-reduced in Figure 8 thus replaces MST-MST.

Table IT lists the time complexities of all mentioned methods. Among them, PEGASIS,
Direct-MST, MST-appending, and MST-reduced are more time efficient than others.

Recall that the equality in Theorem 1 holds when k lies on the path from i to j.
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MST-reduced

. Compute and store in My direct communication costs of all node pairs.
. Find an MST T, on Mg.

. Convert Ty to a chain.

. For every edge (i,j) of the chain, set P;,; to be that specified by Ty.

=W N

Figure 8. Operations of MST-reduced.

Table II. Time complexities of all methods.

Cost matrix Chain
Method computation construction Overall
PEGASIS [5] o) o) o)
Direct-insertion [6] O(n?) o) o)
Direct-MST on?) on?) on?)
Shortest-appending o) o(n?) on?)
Shortest-insertion on?) on?) o)
Shortest-MST o) o(n?) o)
MST-appending on?) on?) on?)
MST-insertion on?) on?®) o)
MST-reduced on?) on?) on?)

3.3. Energy-latency trade-off

As mentioned, one drawback of using chains instead of trees or clusters is the increase of data
latency. The situation may be aggravated when using virtual chains, as a virtual chain increases
the number of hops to collect sensed data. Therefore, one may want to constrain data latency
and meanwhile still make some gains in energy saving.
Given a conventional chain {N;};_,, if we replace Ly, y,,,, the link between N; and Ny

(1<i<n — 1), with the best data propagation path from N; to Ny, Py, n,,,, the number of hops
will be increased by [Py, n,,,| — 1 while the energy gain is ¢(Ly, n,.,) — ¢(Pn,n,,,)- Therefore, the
maximal energy gain with latency constraint (MEGLC) problem can be defined as to find
Ec{l1,2,...,n— 1} that maximizes

D [eLnniy) = APyx)]

ieE
subject to

> (Pyw| - DT

ieE
where T is the maximal number of additional hops allowed to be added. This problem is also
NP-hard as it can be shown that the 0/1 Knapsack problem reduces to MEGLC. The 0/1
Knapsack problem is to choose a set of items to put into a limited-capacity Knapsack, where the
ith item has a profit p; and weighs w;. The Knapsack capacity is essentially 7'; w; can be
transformed to [Py, n,.,| — I; and p; is ¢(Ly, n,,,) — (P, Ni ) )-

It also can be shown that MEGLC reduces to the 0/1 Knapsack problem. As the 0/1

Knapsack problem can be solved by a dynamic programming algorithm, so can MEGLC.
Nevertheless, we found through experiments that a greedy method performs well. Given

Copyright © 2006 John Wiley & Sons, Ltd. Int. J. Commun. Syst. (in press)
DOI: 10.1002/dac



L.-H. YEN ET AL.

0.5 : 5540
) @
2 04f {30 &
9o <
a >
£ e
3 Q
2 03f {20 §

he]
S o
E’) @
(0]
g oat 110 g
014 s s s s 0
0 10 20 30 40

Number of edges being virtualized

Figure 9. Trade-off between energy and latency with the greedy method. The results were obtained with 80
sensors under a 200 x 200 network.

a conventional chain, the greedy method ‘virtualizes’ the edge that maximizes the ratio of energy
gain to the latency raised.

Figure 9 shows how the greedy method trades latency for energy. The energy consumed by a
conventional chain (without any edge being virtualized) is 0.44 J. In contrast, the energy expense
with a virtual chain can be as low as 0.18 J (with over 20 virtualized edges), a 60% reduction. On
the other hand, the conventional chain incurs no additional latency while a virtual chain increases
the number of hops to a maximum of 40, a 50% increase (a conventional chain consisting of 80
sensors has a fixed length of 79 hops.) As a remark, the energy gain is trivial after 20 edges have
been virtualized. Further edge virtualization does not improve energy efficiency significantly.

3.4. Leader scheduling

Given a chain structure, leader scheduling determines which node acts as a leader in each round of
the data-collection processes. The goal is to prolong network lifetime, i.e. to maximize the number
of data-collection rounds. In the following, we analyse the maximum number of data collection
rounds that can be achieved before any node exhausts its power. To simplify the analysis, we focus
on leader scheduling in a conventional chain. Without loss of generality, we assume that nodes in
the chain are numbered sequentially as 1,2,...,n. We also use the following notations.

® ¢;: the energy consumed by node 7 in transmitting a data message to the BS.

® p;;: the energy consumed by / in transmitting a k-bit message to node j, where
Pij = kEelec + kﬁampd(iaj)“'

® ¢, = kE: energy consumed in receiving a k-bit message.

® F;: the amount of energy that node 7 initially has.

When some node i is selected to be the leader, every node numbered j<i (if any) expends
energy p; ;. in sending data to node j+ 1, at which energy e, is consumed to receive the
data. Likewise, every node numbered k > i (if any) expends p;, ;| to send data to node k — 1,
where energy e, is expended in receiving the data. The leader transmits the collected data to the
BS, consuming energy e;. Supposing that every node i is scheduled to be the leader x; times,
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Table I1I shows the energy expense of every sensor node. Optimal leader scheduling problem is
to find positive integer values of x;’s as to maximize ) , x; subject to the following constraints:

Ei = (e1 +e)x1 + piaXa+ p1oX3 + 0+ praXa

Eiz(pj;q+e)xi+-+ (0 +e)xi
+ (e + 2e,)x; + (pi,i+1 +e)xipr + -+ (pi,i+1 +e)x,

E, > Pup—1X1 + Pyp_1 X2+ -+ (en + €)Xy

These constraints can be reformulated as

X1 E1
X2 E,
AlS < B M)
xﬂ E"I
where
ey +er P12 P12 P12
P21 +e e+ 23,‘ P23 +e. - P23 + e,
A= | Pipt+e p3pte e+ 2e, - P34t e
Pun—1 Pun—1 Pup—1 T ey + e

The problem turns out to be a linear programming problem. Some sensors may be ruled out by
the BS in the leader scheduling process. If sensor i cannot be selected as a leader for some reason

Table I1I. Energy expense of every sensor.

Node id. In sending messages to In sending messages to In receiving neighbour’s
the BS neighbours messages

n
1 erxy P12 ijz Xj erXy
i i<n— o i—1 -1 n ,
h2<isn—1 CiXi Pii-1 Z;zl Xj+ Py X e"(zjzl Y+ Zj:i+1 X+

Zn . 2)6,‘)
j=i+1%

n—1 -

n €nXn pn,n—l Z/’:l Xj €rXn

x;: the number of times node i is selected to be the leader; ¢;: the amount of energy consumed in transmitting a message
from node i to the BS; p,;: the energy consumed by i in transmitting a message to j; ¢,: the energy consumed by any node
in receiving a message.
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(for example, it has no direct link with the BS), variable x; in (1) is bound to zero. Therefore, the
existence of leader-ineligible sensors eases the scheduling work by reducing the population of
leader candidates.

Round-robin leader scheduling (RR) equalizes the values of x;’s, which is generally far from
optimal. In Reference [5], an improvement on RR is proposed. This approach sets up a
threshold of distance, and nodes are not allowed to be leaders if their distances to their
neighbours along the chain are beyond the threshold.

Instead of finding an optimal solution, we propose a simple rule called maximum residual
power first (MRPF) for leader scheduling. As the name suggests, MRPF selects the node that
has the maximum residual power to be the leader in each round of data collection. Residual
power information can be piggybacked with data messages as part of the aggregated data. If
every node attaches its own power level to data message and let the BS find the maximum value,
it will incur an additional O(n) overhead on every message. A better approach is to let every
node compare its power level with the one attached with the incoming data message (if any) and
send only the larger. This is similar to existing distributed maximum-finding algorithms on rings
[12-15] and the message overhead is only O(1).

Recall that the BS broadcasts the result of leader scheduling to all sensors before each data-
collection round. The energy consumed in receiving broadcasts is not taken into account in the
above model. If it is to be considered, a slight modification on the modelling is required.
Suppose that receiving one broadcast consumes b unit of energy. As there are ), x; data-
collection rounds in total, all sensors uniformly spend 5 ;x; unit of energy on receiving
broadcasts. Taking account of this quantity, (1) becomes

X1 El/b
R%) Ez/b

A X3 < E3/b (2)
X, E,/b

This formula is essentially the same as (1) with the only exception that the initial energy of each
sensor E; is uniformly divided by b. Therefore, if <{yy,xs,..-,%,»> 1s the optimal value for
{X1,X2,...,x,y that maximizes > x; subject to (1), <x1/b,%2/b, ..., x,/b)y will be the solution
that maximizes Y x; subject to (2). In other words, the consideration of energy expense on
broadcasting only scales down the optimal value by a constant. It does not make the problem
harder or easier to deal with.

The same conclusion also applies to other energy dissipation sources that have an equal effect
on all sensor nodes. An example is the energy expense in idle mode.

4. SIMULATIONS AND IMPLEMENTATION ISSUES

We conducted simulations to analyse the performance of energy conservation techniques. In all
experiments, message size was set to 2000 bits. The positions of sensor nodes were randomly
determined by a uniform distribution over a square region.
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4.1. Performance of chain structure

We measured network lifetime, the number of data collection rounds that can be achieved by all
chain construction approaches. Sensor networks of sizes 50 x 50 and 100 x 100 were
considered, with a BS located at (50, 150), (50,200), or (50,300). The number of nodes was
set to 50, 100, and 200, respectively, with initial power of each sensor set to 50J. Round-robin
leader scheduling was used in the experiments.

Figures 10—12 show the results averaged over 100 experiments. The results of direct-insertion,
shortest-appending, shortest-MST, MST-insertion, and MST-reduced are nearly identical (they
are ‘good’ methods) and are collectively denoted as ‘Others’ in these figures. Direct-MST
generally performs better than PEGASIS does but worse than others (these two are ‘naive’
methods). These results provide insights on how well chain construction algorithms improve
overall energy performance:

® Adding more sensor nodes into a bounded network increases network density, and thus
decreases average distance between nodes. As a consequence, network lifetime increases as
inter-sensor communication costs less power. Observe that the performance gain with good
methods is nearly proportional to the number of sensor nodes. In contrast, the results of
naive methods are not attractive.

e Fixing the number of sensors but increasing network size increases average distance
between nodes. This is why the performance of naive methods degrades as network size
increases. In contrast, good methods nearly perform the same even when network size
increases.

® When the BS is further away from the network, the performance difference between good
and naive schemes becomes insignificant (Figure 12). The reason is that under such
condition, leader-BS communications dominate overall energy consumption. So a better
chain structure does not improve network lifetime significantly in this scenario.

4.2. Performance of leader scheduling

We measured and compared the performance gains brought by several leader scheduling
schemes including MRPF, RR, and RR with distance-based leader eligibility rule. A network of

14000 14000

12000 LD PEGASIS 12000 L O PEGASIS

10000 4 O Direct-MST 10000 H O Direct-MST
2 gooo || Oters 2 8000 || M Others
& 6000 & 6000

4000 u 4000

2000 *‘ r 2000 ’—rI

0 L L 0 I |_ | |_
50 100 200 50 100 200

(a) Number of nodes (b) Number of nodes

Figure 10. Number of rounds before any node exhausts its power in: (a) 50 x 50 network; and
(b) 100 x 100 network. The BS was located at (50, 150).
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Figure 11. Number of rounds before any node exhausts its power in: (a) 50 x 50 network; and
(b) 100 x 100 network. The BS was located at (50, 200).
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Figure 12. Number of rounds before any node exhausts its power in: (a) 50 x 50 network; and
(b) 100 x 100 network. The BS was located at (50, 300).

size 50 x 50 was considered, with a BS located at (25, 150) or (25,250). All nodes were assumed
to have power 50] initially. The chains to be tested with leader scheduling schemes were
produced by PEGASIS. Figure 13 shows the results, where each result is obtained by averaging
10 experiments.

It can be seen that MRPF performs slightly worse than the optimal result obtained by a
linear-programming problem solver. MRPF significantly outperforms RR. When the sensor
population is low, RR with distance-based leader eligibility rule (RR with threshold) results in
fewer data-collection rounds than RR does, and the gap increases as the threshold value of
distance decreases. The reason is that the loads on leader nodes cannot be fairly shared if only
few nodes are eligible for leaders. When the sensor population is sufficiently high, RR with
threshold outperforms RR. Therefore, a critical issue of using RR with threshold is to determine
an appropriate threshold so that leader-eligible nodes and others fairly share the communication
load, which was untold in the original paper [6].

Figure 14 shows variances of all node’s residual power when the first node dies. Observe that
MRPF yields the minimal variance, meaning that it successfully equalizes power consumption
among all nodes. The optimal leader scheduling does not minimize the variance of residual
power but still performs good. This suggests the existence of another scheduling rule other than
MRPF, which is left as our future work. The RR family does not perform well, but the results
tend to be acceptable when the sensor population is getting high.
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Figure 13. Number of rounds before any node exhausts its power: (a) the BS was located at (25, 150); and
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Figure 14. Variances of residual power when the 1st node dies: (a) the BS was located at (25, 150);
and (b) the BS was located at (25,250).

4.3. Implementation issues

The implementation of the proposed method demands some capability from sensor nodes. Each
sensor should be equipped with a complementary device that enables the sensor to detect its own
location. The location information is reported back to the BS before any data-collection
activities. After that, the locating device can be shut down to save power. Each sensor should
also have the capability to measure its residual power level. As mentioned, each sensor node
should have power control capability so that minimum energy is expended to reach intended
recipients.

It is a challenge to apply the proposed approach in harsh communication environments.
Signal propagation problems such as interference and multi-path fading cause sensor nodes to
spend more transmission power then expected for a desired signal-to-noise ratio, introducing
estimation errors to our power consumption model. However, the effects of imperfect
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communications are environment dependent and the estimation errors are not easy to
formulate. It is therefore a future work to include environmental factors in constructing an
energy-efficient data-collection chain.

5. CONCLUSIONS

We have considered several energy-conserving techniques for chain-based data gathering. For
inter-sensor communication, we have developed a framework for chain-formation algorithms
that accommodates previous methods as well as new ones exploiting multi-hop data
propagation paths. Among all methods, PEGASIS, Direct-MST, MST-appending, and MST-
reduced all have O(n?) computation time while others have O(n*). On the other hand, direct-
insertion, shortest-appending, shortest-MST, MST-insertion, and MST-reduced perform nearly
the same and outperform others in terms of network lifetime. MST-appending and MST-
reduced both have the merits of lower time cost and, in the same time, better results and are
therefore recommended.

For leader-BS communication, we have shown that optimal leader scheduling is a linear
programming problem. We have investigated the performance of MRPF scheduling rule, which
selects leaders according to node’s residual power. Simulation results show that MRPF
equalizes energy expense among all sensors. Its performance is near-optimal and significantly
better than that of simple round-robin leader scheduling.

In the future, we plan to convert the proposed methods into distributed protocols.
Environmental factors such as interference and multi-path fading shall be considered in the
future energy consumption model for a more realistic work. We also believe that the finding in
this work could be extended to apply to other sensor structures such as trees and clusters.
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Abstract

Density control in a wireless sensor network refers to the
process of deciding which node is eligible to sleep (enter
power-saving mode) after random deployment to conserve
energy while retaining network coverage. Most existing ap-
proaches toward this problem require sensor’s location in-
formation, which may be impractical considering costly lo-
cating overheads. This paper proposes a new density con-
trol protocol that needs sensor-to-sensor distance but no
location information. It attempts to approach an optimal
sensor selection pattern that demands the least number of
working (awake) sensors. Simulation results indicate that
the proposed protocol is comparable to its location-based
counterpart in terms of coverage quality and the reduction
of working sensors.

1. Introduction

Rapid progress in wireless communications and micro-
sensing MEMS technology has enabled the deployment of
wireless sensor networks. A wireless sensor network con-
sists of a large number of sensor nodes deployed in a region
of interest. Each sensor node is capable of collecting, stor-
ing, and processing environmental information, and com-
municating with other sensors.

The positions of sensor nodes need not be engineered or
predetermined [1] for the reason of the enormous number
of sensors involved [3] or the need to deploy sensors in in-
accessible terrains [1]. Due to technical limitations, each
sensor node can detect only events that occur within some
range from it. A piece of area in the deployment region is
said to be covered if every point in this area is within the
sensory range of some sensor. The area that are collectively
covered by the set of all sensors is referred to as network
coverage.

As sensor nodes are usually powered by batteries, power-
conserving techniques are essential to prolong their opera-

tion lifetimes. In this paper, we are considering powering
off redundant sensors temporarily after random deployment
to conserve energy while retaining network coverage. Den-
sity control is a process deciding which node is eligible to
sleep (entering power-saving mode), while node scheduling
arranges the sleep time.

Existing approaches toward density control are mostly
location-based [8, 7, 6, 12, 4, 9], meaning that these ap-
proaches require location information of sensors. Location-
based density control algorithms can ensure 100% network
coverage. However, the requirement of location informa-
tion may not be practical if energy-hungry GPS (Global Po-
sitioning System) device is assumed for this purpose. There
are other approaches that control density based on the count
of working neighbors [10], the current node density [6], or
the network coverage expected [11]. These approaches de-
mand no locating devices and are thus more suitable for
small-size sensors. However, it is intrinsic that 100% net-
work coverage cannot be guaranteed.

This paper proposes a new density control protocol that
needs no location information. It attempts to approach
an optimal sensor selection pattern that demands the least
number of working (awake) sensors. Our approach needs
sensor-to-sensor distance information, which can be ac-
quired by some range measurement technique. We con-
ducted extended simulations for performance comparisons
among our protocol and other counterparts. The results in-
dicate that our protocol performs nearly well as a location-
based scheme can do in terms of coverage quality and the
reduction of working sensors.

The rest of this paper is organized as follows. The next
section reviews existing density control protocols and Sec-
tion 3 details our work. Experimental results are presented
in Section 4. The last section concludes this paper.

2. Related Work and Motivation

PEAS [10] is a node density control protocol that de-
mands no location information. In PEAS, all nodes are
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initially sleeping. These nodes awake asynchronously and
broadcast a probe message. Any working node receiving
the message should reply. If an awakening node receives
a reply to the probe message, it enters sleep mode again.
Otherwise, it becomes a working node for the rest of its op-
eration life. The performance of PEAS heavily depends on
probing range, the transmission range of the probe message.
A small probe range usually leads to high coverage ratio but
also a large population of working node.

There are also stochastic approaches that alter node den-
sity without location information. In the scheme proposed
in [6], all nodes randomly and independently alternate be-
tween working and sleep modes on a time-slot basis. Given
the probability that a sensor is in working mode, the authors
have analyzed the probability of a point being uncovered. In
[11], the time periods of working and sleep modes are expo-
nentially distributed random variables. Though the method
is stochastic in nature, it is deterministic to set the means
of these two distributions for a specific expected network
coverage.

Most existing density control protocols require location
information. Carbunar et al. [4] transform the problem of
detecting redundant sensors to that of computing Voronoi
diagrams. Node location information is required in their
scheme to compute the Voronoi diagram corresponding to
the current node deployment. Xing et al. [9] also exploit
Voronoi diagram to ensure k-coverage, which refers to the
condition that every point in the deployment region is cov-
ered by at least £ sensor nodes. They have shown that k-
coverage is ensured if every critical point (where two sen-
sor’s coverage areas intersect or a sensor’s coverage area
and border line intersect) is covered by at least k sensors.
The protocol they proposed needs location information of
every sensor as well.

A coverage-preserving density control scheme presented
in [8] demands that each sensor advertises its location infor-
mation and listens to advertisements from neighbors. After
calculating its coverage and its neighbors’, a node can deter-
mine if it is eligible to turn off its sensory circuitry without
reducing overall network coverage. To avoid potential “cov-
erage hole” due to simultaneous turning off, a back-off pro-
tocol is proposed that requires each off-duty eligible sensor
to listen to other sensor’s status advertisement and, if neces-
sary, announce its own after a random back-off time period
expires. The behaviors of some other schemes [7, 6, 12]
are similar to [8] in that they all require the exchanges of
location information and eligibility status. Among them,
OGDC [12] aims to arrange a particular deployment pat-
tern of working sensors. It has been shown [12] that, to
minimize the population of working sensors while preserv-
ing network coverage, the locations of any three neighbor
sensors should form an equilateral triangle with side length
V31, where r is the sensory range. Extending this argu-

Figure 1. Optimal deployment pattern that de-
mands the least humber of working sensors
to cover entire region

ment, the optimal deployment pattern that requires the least
number of working sensors should be that shown in Fig. 1.
Each working sensor S is surrounded by six working neigh-
bors (co-workers) that from a regular hexagon centered at S
with side length \/§rs. Provided that the node density is
sufficiently high, it is feasible to seek such a pattern among
all deployed sensors.

Network connectedness is another issue that should be
addressed in density control. It has been proven [12, 9] that
given 100% coverage ratio, r; > 2r; suffices to ensure net-
work connectedness, where 7 is the transmission range of
every sensor. Many protocols [12, 9] therefore focus on
maintaining full coverage and simply set r, = 27, to ensure
network connectedness at the same time.

Our approach assumes the availability of a ranging tech-
nology that estimates the distance between pair-wise neigh-
bors. Several ranging techniques have been proposed for
wireless sensor networks. One possible way is to establish
a mathematical or empirical model that describes radio sig-
nal’s path loss attenuation with distance [2]. A received sig-
nal strength indication (RSSI) can thereby be translated into
a distance estimate. Another trend of ranging technologies
turns signal propagation time into distance information. If
the sender and the receiver of a radio signal are precisely
time-synchronized, the distance in-between can be derived
from the time of arrival (ToA). If two signals (one is RF
and the other is acoustic signal, for example) are transmitted
simultaneously, the time difference of the arrivals (TDoA)
can be used for ranging [5].

Signal propagation problems such as environmental in-
terference and multi-path fading introduce estimation errors
to almost all existing ranging technologies. The degree of
errors is environment-dependent. In harsh networking en-
vironments, the errors can be so high that makes ranging
techniques ineffective. Nevertheless, we assume a perfect
ranging scheme behind our work. The motivation of this re-
search is merely to see how well density control can be done
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Table 1. Parameter/Timer setting
| Parameter/Timer | Value |

Po 1/n

T V3rg
T, 0,0.01]
T, 0,0.1]
T, 2

T, 0.05
Ty 0.25

T, 5

D1 T‘t/2
D2 Ts

Note: An interval value means a value randomly generated
within the interval.

with range but location information. The results therefore
only stand for those of a best-case study.

3. Proposed Scheme

The basic idea behind our approach is that the deploy-
ment pattern shown in Fig. 1 can be approached without ex-
act location information. If the transmission range of each
sensor in Fig. 1 is uniformly \/57"8, S’s co-workers are ex-
actly S’s neighbors that have the maximum transmission
distance to S. S can first search for one such co-worker,
say, A, then repeatedly looks for nodes that are both the co-
workers of S and an already-found co-worker. If the second
co-worker found is B (C'), the third co-worker will be C or
D (B or E). If the third co-worker is B or C, the fourth
co-worker will be D or F. In this way, all six co-workers, if
exist, can be found without knowing their exact locations.

3.1. Protocol Description

Our protocol uses three control messages: CO-WORKER
REQUEST, CO-WORKER RESPONSE, and RECRUITMENT
DONE. Table 1 lists settings of some parameters and timers
used by our protocol. Every sensor locally maintains two
lists: neighbor list and co-worker list. The former keeps the
ID (identification) and distance of each neighbor. The latter
records the IDs of known co-workers. Every CO-WORKER
REQUEST sent by a sensor is attached with the sender’s ID
and its co-worker list.

Figure 2 shows the state transition diagram of the pro-
posed protocol. All nodes are initially in Role-deciding
state, where each node tests if it can become a starting node,
a node that initiates co-worker recruitment. The test is pure
stochastic; a node can be a starting node with initial prob-
ability pg, where py is a variable inversely proportional to

Sleep eligible

Become a
co-worker

Test succeeded
& T, expired

Starting Node

Figure 2. State transition diagram of the pro-
posed protocol

T. expired
T, expired

T, expired

the node density of the network. If the test fails, the node
conducts the test again in the following second. The prob-
ability of success exponentially increases with time: it is
min{2°~!pg, 1} in the ith second. The process repeats un-
til the test succeeds or the node hears CO-WORKER RE-
QUEST from one of its neighbors. The latter case indicates
that some neighbor has successfully become a starting node.
The node ceasing the test process then executes the proce-
dure shown in Fig. 3 to decide whether it is eligible to sleep
or should be a co-worker of its neighbor.

if the distance between S and R is less than D; then
enter sleep mode directly; skip all the following steps
if R is listed in the attached co-worker list then
wait 7}, seconds
broadcast Co-worker Request and set timer 75
go to Co-Worker state
else / R has not yet replied to .S
determine if R should reply by the rule shown in Table 2
if R need not reply then
enter sleep mode directly
if S'is not in R’s neighbor list then
add S into R’s neighbor list
for each node 1 that is in the attached co-worker list do
add ¢ to R’s co-worker list if ¢ is R’s neighbor
set ;- according to Table 2
go to Waiting state
end if

Figure 3. The procedure for node R to process
Co-worker Request received from S

When the test succeeds, the node waits 1’5 seconds be-
fore broadcasting CO-WORKER REQUEST. The value of
T is randomly chosen to avoid possible transmission colli-
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Table 2. The rule of replying Co-worker Re-
sponse

Condition
IL] [ [LNNJ | Reply? | T,
0 0 Yes dtime
0 Yes dtime—+T,
>1 lor2 Yes dtime
> 2 No —

Note: L and IV are the sets of S’s co-workers and R’s neigh-
bors, respectively.

sions that may occur when multiple nearby sensors decide
to send CO-WORKER REQUEST at the same time. If no Co-
WORKER REQUEST is heard during that interval, the node
broadcasts CO-WORKER REQUEST, sets timer 7}, and then
enters Starting Node state. If the node hears another CO-
WORKER REQUEST before it issues its own, the procedure
in Fig. 3 is executed.

The procedure in Fig. 3 decides whether a node receiv-
ing CO-WORKER REQUEST is eligible to sleep or should
be a co-worker. Suppose that R receives CO-WORKER RE-
QUEST from S. If R is close to S (i.e., R’s distance to
S is less than D;), R will enter sleep mode directly as it
does not contribute substantial coverage to S. Otherwise,
the “else” part of the outer if-statement will be executed,
as R has not yet responded to any CO-WORKER REQUEST
and thus cannot be a co-worker of anyone. The code seg-
ment there determines whether R need reply to S’s request
and, if it need, how long it should wait before sending the
reply. Table 2 details the decision rule. If more than two
of R’s neighbors are already S’s co-workers, R can sleep
for its expected-low coverage contribution. Otherwise, the
value of the reply delay timer 7, is chosen to let the most
appropriate node (the one that is closest to the intended lo-
cation) reply first.

The setup of 7). involves calculating the value of dfime.
For any CO-WORKER REQUEST sent from S to R, let L
and NV be the sets of nodes that are the listed co-workers of
S and the neighbors of R, respectively. dtime in Table 2 is
defined as

dtime = D(S,R)+ > D(R,j). (1)
jELNN

Function D(%, j) is defined as

Dl = (1o (5 1)),

where d; ; is the distance between nodes ¢ and j. See Fig. 4.
After T, is set, R enters Waiting state, in which the CO-
WORKER RESPONSE is scheduled to be sent to .S when

0.2 0.4 0.6 0.8 1

==

Figure 4. The value of D(i, j) versus the ratio
of di,j tonr,

T, expires. R cancels the scheduled sending (by resetting
T.), however, if it overhears a CO-WORKER RESPONSE ad-
dressed to S at any time before 7. expires. R does this be-
cause the sender of the CO-WORKER RESPONSE is more
qualified to be S’s co-worker than R. The overheard Co-
WORKER RESPONSE updates R’s neighbor list to include
the sender’s ID. If a new CO-WORKER REQUEST is re-
ceived before 7). expires, the scheduled sending is canceled
as well and the incoming message is processed by the same
procedure shown in Fig. 3.

The action of aborting the scheduled response on the re-
ceipt of a new request deserves a further note. The sender
of the new request can be an independent starting node or
a co-worker of the one that initiates the first request. We
may devise a thoughtful yet complicated scheme to resolve
the race condition between the old and the new requests.
However, we found through simulations that doing so does
not improve the results significantly. Therefore, we choose
to ignore the old request for the sake of simplicity and the
likelihood of saving power. This approach can save power
as the early sender, expected to be a co-worker firstly, may
be proved sleep-eligible later by the second or subsequent
requests.

After sending CO-WORKER RESPONSE, R sets timer 1,
and stays in Waiting state. Subsequent CO-WORKER RE-
QUEST received before T, expires, if any, is processed by
the same procedure (Fig. 3), where the “if” part of the sec-
ond if-statement is executed if the co-worker list attached
with the received request contains this node’s ID. In that
case, this node has been recruited by some starting node.
The node then broadcasts its own CO-WORKER REQUEST
and enters Co-Worker state. If no further message is re-
ceived before T, expires, the node enters working mode di-
rectly. If a RECRUITMENT DONE is received and its dis-
tance to the sender is less than Do, the node enters sleep
mode directly.

Before node S enters Starting Node or Co-worker state,
it must have broadcasted a CO-WORKER REQUEST mes-
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On receiving Co-worker Response from node R
add R’s ID and distance to S into S’s neighbor list

if the message is addressed to S and R is not S’s co-worker then

add R’s ID to S’s co-worker list
if first_received then
reset timer 1,
set timer 7T,
first_received = false
end if
end if

expired 7. then
broadcast Co-worker Request with the updated co-worker list
set timer 1},
first_received = true

end expired

expired 7, then
broadcast RECRUITMENT DONE
end expired

Figure 5. The procedure for node S to
process Co-worker Response replied by R.
first_received is initially true.

sage and set timer T,. In either state, if the corresponding
CO-WORKER RESPONSE is not received before T}, expires,
S simply broadcasts RECRUITMENT DONE and then enters
working mode. If a CO-WORKER RESPONSE from node R
is received or overheard, S puts R into its neighbor list. If R
is not yet S’s co-worker and this message is addressed to S
(i.e., not a overheard message), S adds R into its co-worker
list, resets T, waits some time for additional responses (if
any), and then broadcasts a new CO-WORKER REQUEST
with the updated co-worker list. This gives .S another call
for additional co-workers and also instructs all its new co-
workers to start their own recruitment. The detailed pro-
cedure for handling CO-WORKER RESPONSE is shown in
Fig. 5.

3.2. Discussion

We shall now analyze the range of dtime and then clar-
ify the design philosophy behind the decision rule shown in
Table 2. Let d; ; be the distance between nodes 4 and j. For
a node R receiving CO-WORKER REQUEST from node S,
we have dg g > 0.57; since otherwise R will enter sleep
mode directly. It follows that 0 < D(S, R) < 1 — e~ %5,
For all other nodes j € L N N, where L and N are the sets
of §’s co-workers and R’s neighbors, respectively, we have
0<D(R,j)<1—e lsince0 < dr,j < 1. Accordingly,

@)@

Figure 6. S is a staring node and A is a re-
cruited co-worker. Solid and dotted lines
correspond to sensory and communication
ranges, respectively.

the range of dtime is

[07 1— 670.5]
[Td, 1—e05 + Td]
(0,2 — 705 — 1]
(0,3 —e 05 —2e7Y

if |L| = 0,

if|[L| >0and |[LN N| =0,
if |L| > 0and |[L N N| = 1,
if |L| > 0and |L N N| = 2.

The objective of the decision rule in Table 2 is to pick up
sensors that nearly form an equilateral triangle to be work-
ing nodes. First consider the scenario in Fig. 6(a), where S
is a staring node and A is a co-worker that has responded
to S’s request. Suppose now S broadcasts the second Co-
WORKER REQUEST. Though it appears that C' contributes a
larger coverage area than B does, S should recruit B rather
than C in this case as nodes S, A, and B nearly form an
equilateral triangle. C' should be recruited later.

By Table 2 and (1), B will respond to S after D(S, B) +
D(B, A) seconds (as |L| = 1 and |[L N N| = 1) while C
will do so after D(S,C) + Ty seconds (as |L| = 1 and
|L N N| = 0). Observe that D(S, B) ~ D(S,C), so B’s
response will be sent earlier than C’s if

dp,a
Tt

> 1+1In(1 —Ty). (2)

With the default value of T (0.25 in Table 1), (2) implies
that B will respond earlier than C' (and hence causes a can-
cellation of C’s response) if dp 4 > 0.71r;. Therefore, B
rather than C' will be the next recruited co-worker. Never-
theless, C still has the chance to respond to the second Co-
WORKER REQUEST. But this happens only when B’s re-
sponse message is garbled due to transmission errors, simi-
lar to the case of C in Fig. 6(b).

Next consider the scenario in Fig. 7, where S is a star-
ing node and A and B are recruited co-workers. Suppose
now S broadcasts the third CO-WORKER REQUEST. In
Fig. 7(a), C should respond earlier than D because S, B,
and C nearly form an equilateral triangle. (C also con-
tributes a larger coverage area than D does.)
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Figure 7. S is a staring node and A and B are
recruited co-workers. Solid and dotted lines
correspond to sensory and communication
ranges, respectively.

Table 3. Simulation setup
| Parameter | Setting |

50 x 50 and 100 x 100
Random (uniform distribution)

Network size
Sensor deployment

MAC IEEE 802.11 CSMA/CA
Sensor population 100 — 1000
Sensory range (7s) 10

2 x rs (PEAS and OGDC) or
V3 X 7rs (Ours)

8,9, 0r 10

60 Kbps

Communication range ()

Probing range (for PEAS)
Data transmission rate

By our design, C' will respond to S after D(S,C) +
D(C, B) ~ 0 seconds while D will do so after D(S, D) +
D(D, A)+ D(D, B) seconds. So normally C' responds ear-
lier than D, unless S does not receive C’s response. In con-
trast, both C' and D in Fig. 7(b) can be the next recruited co-
worker, as D(S,C) + D(C,B) ~ D(S,D) + D(D, A) +
D(D,B) ~0.

4 Experiments and Results

We conducted simulations with ns-2 network simulator!
for performance comparisons among three representative
node-density control methods: PEAS, OGDC, and the pro-
posed scheme. Table 3 details the simulation setting.

4.1 Population of Working Nodes

We first measured the number of working nodes. We as-
sumed that all sensors are initially awake and counted the

Uhttp://www.isi.edu/nsnam/ns/
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Figure 8. Number of working nodes in a (a)
50 x 50 and (b) 100 x 100 network
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Figure 9. Coverage ratio in a (a) 50 x 50 and
(b) 100 x 100 network

number of working sensors after running each density con-
trol protocol. Fig. 8 shows the obtained results. All values
are averaged over ten experiments.

As can be seen from the figure, OGDC yields the least
number of working sensors, followed by our protocol and
then PEAS. OGDC'’s results also have a desirable property:
the number of working sensors does not increase with the
overall sensor population. In contrast, the population of
working sensors picked by PEAS family increases with the
probing range as well as the overall sensor population.

4.2 Coverage Ratio

To calculate network coverage, we divided the whole de-
ployment area into 1 x 1 grids, where a gird is said to be
covered if the center of the grid is covered by some sen-
sor. Coverage ratio is defined to be the ratio of the number
of covered grids to the whole. When the network is parti-
tioned, only the largest connected component (the one that
covers the largest area) will be considered in the coverage
ratio calculation. Therefore, even though network connect-
edness was not explicitly gauged, it is reflected by the de-
gree of network coverage. Fig. 9 shows the results averaged
over ten experiments.

In Fig. 9(a), PEAS with probing range 8 has the highest
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Figure 10. Sleep x coverage ratio in a (a) 50 x Figure 11. Number of working nodes versus
50 and (b) 100 x 100 network time in a 50 x 50 network with (a) OGDC and

(b) our protocol

coverage ratio. PEAS with probing range 9 or 10 did not

100 100

perform well if less than 300 sensors were deployed. The — _

. X 80 < 80
performance of our method is next to PEAS but generally 5 S
better than OGDC. We observed the same trend in Fig. 9(b) g 60 g 60
when the number of sensors is larger than 500. When only g 40 g 4
100 sensors were deployed, OGDC has the best coverage. § 20 § 20
However, it is overtaken by PEAS and our protocol as the
number Of sensors inCreaSCS, 00 2000 4000 6000 O0 2000 4000 6000

Time (sec.) Time (sec.)
@ ®

4.3 Overall Performance Index

Figure 12. Coverage ratio versus time in a 50 x

The above results reveal that a density control scheme 50 network with (a) OGDC and (b) our protocol
may trade the ratio of sleep sensors for coverage ratio. We

therefore propose sleep ratio multiplying coverage ratio as
an overall performance index. This index emphasizes the

balance between sleep and coverage ratios, as favoring sleep energy consumed in node locating was ignored in our en-
or coverage ratio alone usually does not lead to a high index ergy model. Total 300 sensors are deployed, each has initial
value. power of 1 W.

Figure 10 shows the results for this index. Clearly, We assumed that all sensors are time synchronized, wak-
OGDC has the highest value, followed by our protocol. ing up and making powering-off decisions every 100 sec-
PEAS family performs the worst, especially with probing onds. We excluded PEAS in our time-domain comparisons
range 8. The reason for the poor performance of PEAS with for its work-to-death behavior not fitting our alternating
probing range 8 despite its highest coverage ratio is due to work-sleep model.
the fact that it selects more working sensors than actually Figure 11 shows how the number of working nodes
needed. changed in every ten seconds. The observed periodic fluc-

tuations deserve an explanation. The population of working
4.4 Time Domain Comparison nodes raises every 100 seconds due to scheduled executions
of the density control protocol. However, working sensors

The above comparisons focus on space domain, meaning rapidly exhausted their energy, as a working sensor in idle
that all values were measured by running a density control mode dissipates at least 0.4 W per 100 seconds. So the
protocol right after sensors were deployed. These values working sensor population drops before the next scheduled
actually may change over time, as some sensors may die execution.
for power exhaustion. In light of this, we also made perfor- After nearly 3000 seconds of executions, both methods
mance comparisons in time domain. cannot find out sufficient number of working sensors to

We applied an energy model similar to that used by maintain coverage. Fig. 12 shows the change of coverage
PEAS [10]. The power consumptions in reception, idle, and ratio over time. It was observed that our superiority over
sleep modes are 4 mW, 4 mW, and 0.01 mW, respectively. OGDC in terms of coverage (Fig. 9) disappears. The reason
The power consumption in transmission mode is 20 mW if is that our approach uses more working nodes than OGDC

ry = 20mand 16 mW if r;, = 10 x v/3 m. For OGDC, the initially, resulting in fewer available sensors later.
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Figure 13. Network residual power versus
time in a 50 x 50 network.

Finally, Fig. 13 demonstrates how the amount of resid-
ual power decreases with time. If no density control is con-
ducted, all sensors die after 250 seconds. In contrast, both
OGDC and the proposed protocol extend network life time
to over 5000 seconds. OGDC consumes less energy than
our protocol, as it usually finds fewer working nodes.

5 Conclusions

We have reviewed existing density control protocols and
presented a distance-based approach. Extended simulations
have been conducted for performance comparisons between
the proposed protocol and its counterparts. When compared
with PEAS, an elegant counter-based approach, the pro-
posed method can find fewer working sensors while main-
taining a similar coverage level. Our approach performs
nearly the same as OGDC, a state-of-the-art location-based
protocol, when considering both the reduction of working
nodes and coverage ratio. Time-domain simulation results
show that the proposed protocol consumes a little more en-
ergy than OGDC does. But this was obtained when the cost
of locating incurred by OGDC is not taken into account.

In the future, we shall refine our protocol design for fur-
ther reduction of working sensors. The number of control
messages should be decreased to save power. Timer values
and other parameters should be fine tuned to shorten pro-
tocol execution time, as more energy can be saved if nodes
can enter sleep more earlier. Finally, it is interesting to see
any efforts at integrating our protocol with a node locating
scheme, as they all require range information.
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