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In this study, we propose a novel image-based facial expression recognition method called
“expression transition” to identify six kinds of facial expressions (anger, fear, happiness, neutral,
sadness, and surprise) at low-resolution images. The boosted tree classifiers and template
matching are used to locate and crop the effective face region that may characterize the facial
expressions. Then, the expression transformed images via a set of expression transition matrices
are matched with the real facial images to identify the facial expressions. The proposed system
can recognize the facial expressions with the speed of 0.24 seconds per frame and accuracy
above 86%.

Keywords: facial expression recognition, expression transition matrices



ERE S
[1] Cheng-Chang Lien, Lin-Yi Lin and Cho-Ming Tu, “A New Appearance-Based Facial
Expression Recognition System with Expression Transition Matrices,” IEEE 3"

International Conference on Innovative Computing, Information and Control (ICICIC 2008),
June 18-20, 2007, Dalian, China. (El)

(I%ﬁﬁiﬁfgﬁkﬁ%;ﬁ“ﬁﬂﬁif? 1JICIC)

On behalf of ICICIC2008, it is our great pleasure to inform you that
>> your paper (A New Appearance-Based Facial Expression Recognition System
>> with Expression Transition Matrices//) has been recommended to be
>> published in the International Journal of Innovative Computing,
>> Information and Control (1JICIC) (indexed by SCI, http://www.ijicic.org)
>> for the Special Issue, "*New Trends in Information Processing and
>> Applications*".




A New Appearance-Based Facial Expression Recognition System with
Expression Transition Matrices

Cheng-Chang Lien, Lin-Yi Lin and Cho-Ming Tu
Depariment af Computer Science and Information Engineering,
Chung Hua University, Hsinchu, Taiwan
E-mail: cclien@chue.edu.tw

Abstract

In this study, we propose a novel image-based facial
expression recognition method called “expression
transition” to identifv six kinds of facial expressions
{anger, fear, happiness, neutral, sadness, and swrprise)
at low-resolution images. The boosted itree classifiers
and template matching are used to locate and crop the
gffective face region that may characterize the facial
aexpressions. Then, the expression transformed images
via a set of expression transition matrices are matched
with the real facial images to identifv the facial
expressions. The proposed system cam recognize the
Jfacial expressions with the speed of 0.24 seconds per
Jrame and accuracy above 806%.

1. Imtroduction

Generally, facial expression recognition systems are
roughly categorized into feature-based [1]. image-
based [2], and model-based [3] methods. In the feature-
based methods, the shapes and locations of eyebrows,
eves, nose, and mouth are extracted to form the
expression feature vectors. Trujillo et al. [1] propose an
interest point detection method to localize the facial
features using intensity variattons of OTCBVS IRIS
thermal image [8]. In the image-based methods, the
holistic spatial analysis and local spatial analysis are
used to recognize the facial expression. Donato et al. [2]
explore many new approaches for the facial image
representation to recognize action units (AUs) [9].
which include principal component analysis (PCA),
independent component analysis (ICA). local feature
analysis (LFA). and linear discriminant analysis (LDA).
In the meodel-based methods. the statistical model is
constructed from training images and used to recognize
the facial expressions. Huang et al. [3] apply the point
distribution model and gray-level model to find the
facial expression features.

To recogmze the facial expressions accurately,
several pattern recognition methods are mtegrated in
the facial expression recognition systems. In [4],

machine learning methods mcluding adaboost, linear
discriminant analysis (LDA). and support wector
machines (SVM) are applied to recognize the facial
expressions and the accuracy of these methods are
analyzed However, the above-mentioned researches
have two significant drawbacks. Firstly, the feature
extraction methods can not extract the facial features
(shape, color, and position) robustly because of hair
occlusion, lighting varation, and wrinkle. Secondly,
most of current researches [1-4] are addressed on the
facial expression recognition at high-resolution images.
In this paper., a novel method called “expression
transition” 1s developed to recognize the facial
expression at low-resolution images. In addition, the
illununation compensation projection method [11].
template matching and Hough transform [12] are used
to improve the locating of eyes and mouth. Based on
the positions of eyes and mouth the effective facial
region can be extracted for the expression
transformation process. The system block diagram 1s
shown in Fig 1.

Eacagnitiea
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Fiz 1. The proposed facial expression recogmition system
2, Image preprocessing
Before recogmizing the facial expressions, some

image preprocesses show i Fig 2 are needed to extract
an effective facial region.



Fig. 2 Image preprocesses of extracting effective face region.

2.1 Face detection and illumination compensation

The face region 1s detected by a cascade of boosted
tree classifiers [13]. To overcome the influence of
illumination wvanation, the illumination compensation
[11] 15 applied. By using the multiple regression model
defined m (1). we can find the
compensation plane.

Y=XB+¢ (D
where X 1s the image coordinate matrix, ¥ 1s the image
miensity, B 1s the regression parameters and £ 1s the

illumination

fititng error. The illumunation compensation 1S
llustrated i Fig. 3.
hpit Besti Copipenzatad glans i

Fig. 3. Multiple regression model for illumination compensaticn.
2.2 Locating of eves and mouth

Position of eye and mouth are locating by using the
template matching and edge information Because the
pupil 15 especially conspicuous in red channel. a 5x5
template 1s used to find the position of pupil. However,
the pupil position obtained from the template matching
can only serve as the candidate position of the pupil
Hence, the Hough transform is applied to find the
center position of pupil from the edge information
extracted from the canny edge. Based on the candidate
position, different radiuses are used to find the precise
position of pupil To find the position of the mouth,
the color template matching and edge searching are
applied again. The algonthm of locating the mouth is
described in the following steps.

1. Based on the anthropometry and center of pupils. a
line searching segment shown in Fig. 4 s
determined.

2. Compute the edge density along the searching line
segment. If the edge density i1s larger than a
predefined threshold, then this pomnt 1s categorized
into the candidate mouth positions.

3. Apply the template matching to find the precise
position of the mouth.

Fig. 4(b) illusirates the extracted positions of eves and

mouth.

(a)= ()
Fiz 4 (a) The biue line segment used to search the posttion of mouth.
{b) The extracted positions of eyes and mouth.

Finally, the effective facial region 1s extracted
according to the coordinates of eyes and mouth
Furthermore, the mclination correction and size scaling
are performed to extract the effective face region
shown in Fig. 5 for recognizing the facial expressions.
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Fig 5. Effective face regions for recognizing the facial expressions.

3. Expression Transition Matrix

Here, we propose an image-based facial expression
recognition method called “expression transition” to
identify six kinds of facial expressions with high

efficiency and accuracy at low-resolution images.
3.1. Direct mapping

For each normalized image, an expression feature
vector a 1s constructed by scanning the umage from
lefi-top to right-bottom and written as

E=[‘7o.c Gy ' Opn| - @
where a, , denotes the pixel value at position (x. ¥). We
employ direct mapping approach [10] to calculate the
expression transition matrices shown in Fig. 6.

a,
Fig. 6. Facial expression transition using direct mapping.

Given two subsets of feature wvectors with facial
expression indices i and j, the transformation between
two facial expressions may be modeled as

B,=T,B- )



where B;=[ai =[al,a’--af]. & is the

number of expression feature wvectors formed by

1k
aj.-aj] and B,

mdividual persons and T represents the expression
transition matrix from facial expression indices 7 to J.

3.2. Expression transformation

Once the expression transition matrices are denved,
the facial expression transformation from expression 7
to j can be written as:

a; =Ta;- @
Based on the formula in (4), we may simulate some
expression transformed facial images shown mn Fig 7.

input  anger happiness neulral surprise sad fear

HEEESS WSS S

Input  anger hagpiness neutral suipnse  sad

BT T S EE :—:

inpt  anger happiness neutral  sumeise  sad fear
ER a-: EE ----I ]
L— el SR 3T L e i L e S

(a)input  anger happiness neufral surpnise  sad fear
- e e DEFE PAwrw asEe

|npur anger happiness neutral surprise sad Tear
E N v ] B PR PE e e G

- o SRS e R LR =

npLT Enger happiness nedtral  surpise Sadd e
DEESD D EEa=E=
input  angar happiness neutral  surprise sad faar

e Bammed s “ 852 b'i-ﬂ- ===

{by/mpu Ot anger haDDmPss neutral SUrpnse sad fear
Fig. 7. Expression transformed facial images for (a) the images in
Cohn-Kanade database and (b) the captured facial images.

4. Facial Expression Recognition

Based on the set of expression transition matrices T
= {Iwu:ra.'-awgor-, Tnnnwf—h'm aREET: Tr.'durmf-ﬁm', Tﬂmrfmi—uwk_ﬁa’n

Tﬂeuwf-ﬁ'appr’rwu, Imu.‘mf—u‘w}! Iapminess - Tr.'em:?'u."—.'iw.‘m.'-. I'i&“urm.'-
Tmu.‘mf-:wprf:e and T, neumra-week
snprize f. We can transform the facial image from the
Neutral facial expression to the desired facial
expression. Then, the method of correlation matching
defined 1 Eq. (3) 1s applied to calculate the correlation
coefficients between transformed facial images and the
real facial images and then the facial expression can be

recogmzed.

Iadnesss T neutral-week  sadness»
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where j’is transformed facial image. f 1s the registered
facial image with Neutral facial expression, and f” and
[ are average pixel values for f and frespectively.

In general each facial expression can have different
degrees of facial actions, e.g.. happiness may be a
hearty laugh or smile. Hence, two transition matrices
for the expression transition from neutral to happiness,
anger, fear. sadness. or surpnise are generated fto
simulate the expression transiion with different
degrees. Then. each facial expression 1s recogmzed by
fusing two correlations obtained by matching the mput
facial image with the simulated facial image of
different degrees. The fusion rule is defined as:

R=Afrer. ©
Fig. 8 shows the block diagram of the proposed facial
eXPIession recognition system.

Rurgprmn ussmauy

Fig. §. The block diagram of the proposed facial expression
recognition system.

5. Experimental Results

The proposed facial expression recognition system
consists of two phases: training phase and recognition
phase. In the training phase, 240 facial images captured
from 104 persons in Cohn-Kanade facial expression
database [14] are used to construct the expression
transitton matrices. The effective face region are
extracted by the method mentioned m section 2 and
normalized to a low-resolution mmage with size 30x30.
Then, the direct mapping 15 applied to construct the
expression transition matrices. In the recognition phase,
20 wvideo clips from 8 different persons are used as the
test data to evaluate the proposed facial expression
recognition system. Each facial expression can be
recognized with 0.24 seconds per frame. Table 1 shows
the accuracy analysis with temporal error filtering of
facial expression recognition system. The average
recognition accuracy 1s above 86%. Because the facial
expressions (Happiness) in video clips 8 and 18 are not
obvious shown m Fig. 9. they are musclassified mto
Neutral expression. In addition, some images with eye



closing shown in Fig. 10 also make the expression
recognition inaccurate.

Table 1. The accuracy analysis of the preposed facial expression
reCOZNition systems.
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3 videe 14| 13 7] 100 | 12 080 | 25 1 0% | 31 1 0.87
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6 |videele| 24 [ 14 |08 |30 0 [Lo0 |21 IoJoss (23] 1 056
6 |videel7| 30| 5 |07 |M) 3 oz llE| 1 |osr || o2 083
T |videelz| 89 [ 1 08 | 14| M (0% 30| 5 | o= (20| 3 | 08T
T |videel%| 35 [ 2 o0es | 17| 3 aTT | 4 joTE 1] 4 .76
8 |videelD| 56 | 2 087 [ 4| 4 [0B5 ) 1f I |os4 (43| 1 [ ose

sosal [ TRE| &7 | 082 | 403 | &3 | 0B (400 48 | 08 |431) 46 | 050
ek Hege

video clips 8

widen clips 18
Fig 9. Facial expressions (Happiness) in video clips 9 and 18 are not
obvicus. They are misclassified as Neutral expression.

Fig. 10. Eve closing makes the expression recognition inaccurate.
6. Conclusion

In this paper, we propose a novel image-based facial
expression recogmifion method called “expression
transition” to idenfify six kinds of facial expressions
wmcluding anger, fear, happiness, neutral, sadness, and
surprise. The expenmmental results show that the
proposed facial expression recogmition system can
recognize the facial expressions with the speed of 0.24
seconds per frame and accuracy above 86%.
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