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Abstract

Feature extraction and classification are two
important aspects of an automatic birdsong recognition
system. To improve the recognition rate, in this project, a
novel feature extraction process based on the Mel-
frequency cepstral coefficients and a decision-based
neural network classifier with a suitable reinforcement
learning rule were developed. The proposed system was
applied to two problems, one was the recognition of a set
of arbitrary syllables and the other was the recognition of
a section of a birdsong. Experimental results, with many
comparisons, showed the efficiency of the proposed
method.

Keywords: Birdsong recognition, syllable segmentation,
Mel-frequency cepstral coefficients, wavelet
transformation, decision based neural network.

1. Introduction

Birdsongs are typically divided into four hierarchical
levels: note, syllable, phrase, and song [1], of which
syllable plays an important role in bird species
recognition. To recognize the syllables of two bird
species, the DTW algorithm was used [2]. The idea of
harmonic spectrum structures was used in [3] to classify
four types of syllables. A template-based technique
combining time delay neural networks (TDNNSs) was
proposed in [4] to automatically recognize the syllables
of 16 bird species. In [5], syllables were used to solve the
problem of the overlapping sound waveforms of multiple
birds. A study was done [6] focusing on the histogram of
consecutive syllables, called the syllable pair histogram.
Similar histograms were used to construct the Gaussian
prototypes of a birdsong. In [7]-[9], the number of
syllables and the mean and deviation of syllable lengths
were combined with other features to form the feature
vectors for birdsong recognition.

One feature that has been successfully applied in
human voice recognition is the cepstral of the voice
waveform, of which the Mel-Frequency Cepstral
Coefficients (MFCCs) were obtained based on the fact
that the hearing perception of the human being performs
better than the Linear Prediction Cepstral Coefficients
(LPCCs) [10]-[13]. Using the application of MFCCs,
syllables were segmented by using an energy index, and
each syllable was partitioned into several frames with
which the means of both LPCCs and MFCCs were
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computed to form the feature vector of the syllable [14].
MFCCs were also combined with the descriptive
parameters such as the spectral centroid, the signal
bandwidth, the zero crossing rate and the short time
energy to form the feature vector [15].

Although MFCCs have been well-applied in bird
species recognition, further study on this feature is
necessary to increase the recognition rate. Furthermore,
the enhancement of the preprocessing as well as the
classifier also needs to be studied. In this study, a novel
feature extraction process based on the MFCCs and a
decision based neural network classifier with suitable
reinforcement learning rule were developed to construct
an automatic bird species recognition system. The
proposed system was applied to two types of birdsong
recognition problems with 420 bird species.

The rest of this paper is divided as follows: Section 2
gives a brief review of related studies and problem
formulation. The structure of the proposed system is
described in section 3. Experimental results are shown in
Section 4. Section 5 is the conclusion.

2. Related Studies and Problem Formulation

Although MFCCs have been successfully applied in
voice recognition, further study of the computation
algorithm is still needed. For example, in [11]-[13], [16],
[17] optimal theories were used to obtain the center
frequencies and bandwidths of the triangular filters; the
discrete cosine transform (DCT) was replaced with the
wavelet transform in [18], filter weighting was applied in
[19] to assign a weight for each order of MFCCs, and in
[20] the MFCCs as well as their first-order and second-
order differences were used to form the feature vector.

Usually, the basic unit for computing the MFCCs is
the frame in the short time Fourier transform, and the
MFCCs of a section of a voice signal containing several
frames are combined to compute the feature vector. On
the other hand, as described in the Introduction, of the
four hierarchical levels of a birdsong, syllable plays the
most important role in birdsong recognition. So the
objective of this study was to improve the MFCCs and
use the results to construct the feature vector of a section
of birdsong containing several syllables.

3. Proposed Birdsong Recognition System
The block diagram of the proposed system, shown in
Fig. 3.1, entails preprocessing, feature extraction and



recognition (species decision) as described in detail in
the following.

3.1 Preprocessing

Preprocessing filters the signal and properly segments
the syllables for feature extraction. The procedure for
preprocessing in this study is shown in Fig. 3.2
containing four steps: syllable endpoint detection,
normalization, pre-emphasis and segmentation.

3.1.1 Syllable endpoint detection
The applied syllable endpoint detection method is

described in the following.

1. Compute the short time Fourier transform of x(f) with
frame size N = 512, and form the spectrogram of the
signal. The Hamming window for short time analysis
has the form of

27m

0.54-0.46 cos( J, 0<n<N-1 (37

0 , otherwise
2. For each frame m, find the frequency Bin bin, with

the greatest magnitude.
3. Initialize the syllable index j, j=1.

4. Compute the frame ¢ at which the maximum
magnitude occurs

t=arg max (X[bin,]

wln] =

), (3-2)
and set the amplitude of syllable j as
A, =20-10g,,|X[bin,](dB) . (3-3)

in which M is the number of frames of x(¢), and X[-]
denotes the spectrum of x(z).

5. Start from frame ¢ and move backward and forward
up to frames h; and t such that both

X[bin, ] and 20 Iogm‘X[binl/ ]
smaller than (4, - 20) (dB).

20-log,, are

6. Start from frames h, and ¢ find frames h —a
and t+p (¢, B > 0) such that both
20-logy,| X[bin, ;] and  20-log,,|X[bin, ,,.,]
are greater than (4,-20) . Then » —o and

t,+p are called the head frame and tail frame of
syllable ;.
7. Set |X[bin, J|=0,m=h,—a, h;—a+1,--,
t,+p-1t,+p. (34)
8. Let j=;+1.
Repeat Step 4 to Step 8 until A,<A4,-20.

©

3.1.2 Normalization and pre-emphasis

The normalization process regulates the discrepancy
of the voice amplitudes caused by the diversity of
recording environments. In this study, the amplitudes
were linearly normalized to the region of [-1, 1]. Besides,
since the amplitude of the high frequency is usually
much smaller than that of the low frequency, pre-
emphasis was applied to intensify the signal of the high
frequencies. The intensification was accomplished by a

finite impulse response (FIR) filter with the following
form

H(z)=1-a-z ", (3-5)
so that a signal x[n] after the filtering process has the
following property

x[n] = x[n] — ax[n —1], (3-6)
in which « is a scalar usually between 0.9 and 1, which
was set as 0.95 in this study.

3.1.3 Segmentation

Focusing on the recognition of a section of birdsong,
the segmentation process in this system aimed at
segmenting a period of syllables rather than an individual
syllable similar to many other researches [2]-[4], [7]-[9]
Extracting the feature vector of a period of syllables is
practical for birdsong recognition because the syllables
of a birdsong are usually repetitive. After endpoint
detection, normalization and pre-emphasis, the
segmentation process was done by detecting the
repetition of syllables as described in the following

1. Set ;=1 the index of the first syllable of the
segmentation.
2. Find the nearest syllable j such that the similarity

between syllables i and j, simij, is smaller than ¢, j
is the last syllable of the segmentation.
Set the segmentation length /= ;.
Set k= j+1, the checking index.
Set i=1, I=j.
Compute the similarity, sim,,, between syllable &
and syllable ;.
7. If sim, >a (the same type), then
If /=k-j then Stop. The segmentation is from
syllable 1 to syllable 7.
If i=,,then j=,;+1 goto Step5.
set i=i+1 and k=k+1,and go to Step 6.
8. If j=j,then j=;+1 gotoStepb5.
9. Set k=k+1, j=,+1, I=1+1 andgo to Step 6.

o oA~ w

The similarity between two syllables was determined
by computing the difference between the amplitudes of
corresponding frequency Bins. A normalization process
was applied for the syllable lengths before the
computation. Since the syllable types of a birdsong are
usually within 6, in our experiment, « was set as
2<1<8. In fact, syllables of the same type in a section
of a birdsong usually have small variances in amplitude
and length. After segmentation, the segmented syllables
were aligned for feature extraction.

3.2 Feature extraction — the WMFCCs

After segmenting a period of syllables, the aligned
syllables were used to compute the feature vector of the
birdsong. The process for obtaining the feature vector
WMFCCs is shown in Fig. 3.3 and is described below.

3.2.1 Computing the MFCCs of each frame

The steps for computing the MFCCs of each frame
are as follows:
1. Compute the fast Fourier transform (FFT) of each



framed signal.

N-1
X[K1=Y x[nwlnle /#™', 0<k<N. (37
n=0
2. Compute the energy of each triangular filter band
Nj2-1

E,= 3 ¢ KIFA]

where ¢;[k] denotes the amplitude(weight) of the

20<j<J, (3-8)

™ triangular filter at frequency bin &, E, denotes

the energy of ;™ filter band, and J is the number of
triangular filters.
3. Compute the MFCCs by Cosine transformation

c,(m) = ico{m;[( i+ 0.5)) log,, (E,)- (3-9)

where ¢ (m) denotes the m™ order MFCC of the "
frame.

Although MFCCs have been well-applied in human
voice recognition, the process for birdsong recognition
needs to be improved because there is a greater diversity
in the vocalizations of different bird species. In the
following, an improvement of the MFCCs, called the
WMFCCs, is obtained to form the feature vector.

3.2.2 Construct the feature vector by using the WMFCCs

After obtaining the MFCCs of each frame of the
aligned birdsong signal, the feature vector of the
birdsong was obtained by computing the WMFCCs as
described in the following.

1. Collect the first five order MFCCs of all frames of
the aligned signal.

{600,606, (4),¢(0), -0, (4),..01,0) 6, (4)....}-

(3-10)

In many studies, the first fifteen order MFCCs have
been used to form the feature vector. In this study, for
reducing the computation complexity, only the first
five orders were used.

2. Align the MFCCs of the same order.

s, =¢(m),c,(m),....c;(m),.... m=0,..,4. (3-11)

3. Compute 3-level wavelet transformation of s, as
shown in Fig. 3.4. The transformation equations are

aln] = i hy[ks, [2n — 2k (3-123)
dlnl =S hlkls, [2n - 2k] (3-12b)

where a[n] and d[n] denote the low frequency and
high frequency components of s, , and #,[n] and
h[n] are the applied low pass and high pass filters in

the transformation. The coefficients of these two
filters are [21], [22]
hyln] = [0.3327,0.8086,0.4599,—0.1350,—0.0854,0.0352],

(3-13a)

h[n]= [0.0352,0.0854,—0.1350,—0.4599,0.8086,—0.3327] .

(3-13b)
The resulted six sequences of the transformation,

called the WMFCCs of s, , are denoted as s**,

LLH LH HL HHL HHH
s gt g s and s

m?

4. Compute the means of each of the six sequences and

denote them as mst, mst, ms.", ms™,

m m

HHL HHH
ms, "~ and ms, .

5. Form the feature vector by using the six mean values
of all the first five order MFCC sequences

LLL HHH LLL HHH LLL HHHAT
[msy™ ... msy " ms;™ ..oms; " ..ms,..ms; ]
(3-14)

An example of the birdsong of the Accipiter nisus is
shown in Fig. 3.5, in which part (a) shows the first-order
MFCCs of a birdsong segment, and the resulting six
WMFCC sequences are shown in part (b). By using the
feature vectors obtained in Step 5, the recognition
process was achieved by applying the DBNN classifier
as described in the next section.

3.3 Recognition by using the decision based neural
network (DBNN)

When applying neural networks (NNs), one of the
two learning types, either supervised or unsupervised
learning, is adopted. Supervised NNs can also be divided
into two types, namely approximation-based formulation
and decision-based formulation [23] depending on the
arrangement of training data. The function of
approximation-based formulation is to approximate the
mapping between input and output data so as to
minimize the mean square error between the network
outputs and the desired outputs. An example of such a
type NN is the back-propagation NN with a least mean
squares learning rule. The decision-based formulation is
usually used to decide which class the input data belongs
to meaning that it is more suitable for data classification
[23]. The structure of the decision-based neural network
(DBNN) applied in this study is shown in Fig. 3.6, in

which the weight vectors Wj of the function ¢j’l were

trained by using reinforcement type learning rules. The
training process is described below.

1. Initialize the weight vectors w’, of the function ¢,
i=12,..,C, j=1273 with random values, where
¢; is a radius basis function of the form

.12

_ _ X—W'

g =plow) )= -
C is the number of classes and x is the input feature
vector.

2. Input the feature vector, x, of the training birdsong
whose bird species class is set as the actual class.

3. Compute the value of each basis function ¢/’ﬁ .

(3-15)

4. For each class network i, find the local winner
I, =argmax(¢;) and g =max(g))-
J : ! J :

5. For all local winners ¢f, i=12,..,C, find the

global winner, g =argmax ¢ and $¢ =max g, -
i ! i '

324

If g = actual class, then perform the reinforcement



learning
Wi =wji +nVe(x,wi), (3-16a)
else the anti-reinforcement learning
Wi=Wi—7/V¢(X,Wi), (3-16b)

where w; denotes the weight vector of ¢° and

n is the learning rate.

In this study, the function ¢j’ was defined as a

radius basis function as shown in (3-15), so the gradient
operation result in (3-16) was

Vo(x,wi)=x-w;. (3-17)

In the recognition process, the feature vector of a test
birdsong was obtained by the same process as the
training part. After inputting the feature vector to the
DBNN, the global winner of the network (i.e. the
network output) indicated the species class the test
birdsong belonged to.

4. Experimental results

The bird species vocalization database used in this
study was obtained from a commercial CD [24]
containing both birdcall and birdsong files of 420 bird
species recorded in the field in Japan. Each file contained
vocalizations of the same bird species. The database of
420 bird species made it much larger than any other used
in previous studies. Meanwhile, recordings in the field
were usually in a noisy environment, incomplete and
interrupted. Because of this, sometimes, only some
syllables of a birdsong, rather than a complete birdsong,
can be used in the recognition process. So, two
recognition problems were applied in the experiments,
one was the recognition of a set of arbitrary syllables of a
bird species and the other was the recognition of a
section of a birdsong. The sampling rate of these
vocalization signals was 44.1 kHz with 16-bit resolution
and a monotone type PCM format. In the experiment, the
frame size was set as 512 samples with three-fourths
frame overlapping.

4.1 Recognition of a set of arbitrary syllables from the
song of a bird species

The purpose of the first experiment was to examine
the efficiency of the DBNN. After segmentation, half the
syllables of each birdsong file were randomly selected
for training and the remaining for testing. The MFCCs of
each frame of a training syllable were obtained by using
the steps in sec. 3.2.1. After computing the first 15 order
MFCCs of each frame, the coefficients of the same order
of all frames were averaged and then used to form a 15-
dimensional syllable feature vector. Such a feature vector
had been successfully used in many studies, so it was
used for checking. In the NN training process, the feature
vector of the training syllable was used as the input and
the corresponding bird species as the desired output.
Because back-propagation NN (BPNN) was widely
applied in many studies, both BPNN and DBNN were
applied in this experiment for comparison.

For recognition, the same feature extraction process
was applied to the test syllables. The extracted feature
vector of a test syllable was used as the input of the NN

whose output indicated the bird species of the test
syllable. By comparing the network output and the actual
species for each test syllable, the recognition rates (RRs)
of all test syllables were obtained. Table 4.1 shows the
RRs of both types of NN. It shows that the DBNN
improved the RR from about 5% on the BPNN.

4.2 Recognition of a section of a birdsong

The second experiment was the recognition of a
section of a birdsong containing several consecutive
syllables. In this case, both types of feature vectors
included the MFCCs of a single syllable (FV1) and the
WMFCCs of a section of birdsong (FV2) were applied
for comparison. Meanwhile, both types of NN were used.
In the experiment, half of each birdsong file was used for
training and the remaining for testing. By using the
segmentation process, both training and testing data sets
contained several birdsong sections of each bird species.
When FV1 was applied, all the syllables in a birdsong
section (training or testing) were treated individually. In
the recognition of a birdsong section, the species was
determined by finding the species class with the largest
number of NN output. For FV2, the feature vector of a
period of syllables in the birdsong section (training or
testing) was used as the input of NN. In the recognition
process, the NN output indicated the species class of the
test birdsong section. In this experiment, the recognition
rate RR was defined as

RR(%) =
number of test birdsong sections recognized correctly 100%
. 0
number of test birdsong sections

(4-1)

The RRs of all four structures are shown in Table 4.2.
It was found that when the segmentation method and the
feature vector were fixed, the DBNN improved the RRs
of 10.68%, 7.35%, 4.48% and 4.72% on BPNN. When
the segmentation method and the NN were fixed, the
proposed WMFCCs improved the RRs of 18.72%,
17.38%, 12.34% and 14.75% on the MFCCs. The above
comparisons exhibited the efficiency of the proposed
methods, especially the feature extraction. When the
proposed two methods FV2 and DBNN were combined,
the system achieved an RR of 77.89%.

4.3 Recognition with threatened birdsongs taken into
account

The territorial instinct is innate in some bird species
so that they will make threatening noises when there is
an intruder. The threatening voice is used to warn other
birds in the same group and frighten the invaders away.
Such vocalization is usually distinct from the regular
birdsong requiring additional categorization. That is, two
types of birdsongs are considered if the bird species also
makes threatening noises. In this case, the feature
extraction process was applied for both regular birdsongs
and threatening noises so that some bird species were
represented by two types of feature vectors. In the
recognition process, the feature vector of the test
birdsong section was matched by the NN to the feature
vectors of all species to determine the most likely species.

The RRs of all four structures used to recognize



birdsongs with the above distinction are shown in Table
4.3, in which titles A and B represent the recognition
both without and with the threatening sounds. The results
showed that the RRs of case B exceeded case A from
about 3.56% to 5.22%, and an RR of 83.11% was
obtained when the proposed two methods were combined.

5. Conclusion

The kinds and numbers of birds are good indices in
the study of species diversity. So, the investigation of
bird species diversity is key in monitoring environment
and ecosystem recovery, and automatic bird species
recognition has become an invaluable study method in
the long-term investigation of bird species. However,
recordings in the field are usually in a noisy environment,
incomplete or interrupted making birdsong recognition
much harder. In order to overcome these problems, both
feature extraction and classification were studied. For
feature extraction, a novel method for a section of
birdsong was proposed. For the study of a classifier, a
DBNN with reinforcement learning rules was presented
and compared to the BPNN. Two types of recognition
problems were considered in the experiments, one was
the recognition of a set of arbitrary syllables and the
other was the recognition of a section of a birdsong.
Experimental results showed that the proposed methods
evidently improved the RRs, regardless of the presence
of threatening noises.
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(b) Six WMFCC sequences obtained from (a)

Figure 3.5 WMFCC sequences obtained from a birdsong
segment of the Accipiter nisus.



o EENEE

1L FE R 282 R‘4ApPAER 38 P FRER

o
She
—

o

A4l D ATHE A 4 e B 3R B~ (& * wavelet transformationtMFCCs*¥ ) » ¥ &

RAHEE S BEFERE T

2 P AR B B AT LT IF ALY FE A EFRAHE B
BET R o
AR R kL - M AN T IREFE Y
Chih-Hsun Chou and Pang-Hsin Liu, “Bird Species Recognition by Wavelet Transformation of a

Section of birdsong,” Proceedings of the First International Symposium on Cyber-Physical Intelligence
(CPI-09), pp.189-193, July 7-10, 2009, Brisbane, Australia. (El)



FRERTHEELR EHBFP S TE X A AR L B

98 & 9 % 30 p
WL AL PR 1
L e P EE TR L
. 2 B h
~ 2L 3 :
By R 12009/9/12~2009/9/14 gy |7 3 %
% P A= 30 s ps s s |NSC 97-2221-E-216-014
2 13 - o
€ & (# % ) The Fifth International Conference on Intelligent Information Hiding and
L Multimedia Signal Processing (IIHMSP 2009)
|
& (# < ) 1. ANew Feature Integration Approach and its Application to 3D Model Retrieval
w2 2. Modulation Spectral Analysis of Static and Transitional Information of Cepstral and Spectral
1P Features for Music Genre Classification
EPNFEeAET AL
—~$ﬁ§ﬁ@@
GG A B AR D e P R AP AR A g
ﬁ—%%i%é’#&aﬁ$wﬁo
R PR AR B session RALF - X% o gERIER-FRTG = v 2 B
sessions f BFiE {7 > F]pt & B session B A By VRS o §REH PRI L

R gviq_-r. Fm:'_F""ﬁo\ v A % "'g‘F’L—‘V"mim o /“7'{;1 IR %%mfiﬁ? ’
SF R G aEtR o0 Tl poster AR 0 UnB €4 RV o

IRFOEEVTNEREIHTOERY R LR EFREDETS - F - 10t
**Wﬁiﬁ*ﬁkﬂﬁ’*%ﬁ%w*’Sﬁiﬁﬁﬁwﬁi»%&ﬁ41b,

¢ 5l

,ULK%Vl‘? o

oAb N E s F AN Fd AL RET AP AG g o

B P4 ST
40 L5 A F A

P

— AR Z S > T TR FROAF > R A AR E 3 A
j o

o1}
L)

- \,g:rg.ugg'

L B HNE R TR RPN PR G R RP PR 77 P L g
HiwE o ARG F A

2. PR g I A WAF G Rig- £ REBFHO
3. WA GG B e AR o

AR Y I R RN

5. fEz g AR o AE R L AHERAYRAE S EEE

% Y04



B2 T erE
T~ iE R
LA ERTRECPHTR  cREHEF - H2 25 EpeLE FLAL
g BEEEY o
2R - GFRARREN  ETRELIHE LR YRl
Fokemhe BER A A R B LR BRI HY B PR RH
P F B R K ‘%% EIFRI Lk

TN ¥ STk TEhv R SUEVE e F AR E TR R M E S £ BT A
cEAE g RN REPFEEL S AL DR 4ot ﬂﬁfﬁ%*ﬁ -

El:o

SRR A ik S

Proceedings of the5th International Conference on Intelligent Information Hiding and
Multimedia Signal Processing

2 v H
I PAAERY $3 MR B2 AR T 3443571 8 &7 L6 P
AL M -
2. BEF A A E o AT
3. B A JRVE FOEPE S LRGSR

A B LB AR FR B D90 - BERFERRE RARAAE
SHA BRI EEEY . A SRR P AT LR IR

5. B HEF € 1 A2 st B o

% Y04



