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Vehicle Counting without Background Modeling
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* Industrial Technology Research Institute, ISTC, Taiwan, ROC

Abstract. In general. the vision-based methods may face the problems of seri-
ous illumination variation, shadows, or swaying trees. Here. we propose a novel
vehicle detection method without background modeling to overcome the afore-
mentioned problems. First, a modified block-based frame differential method is
established to quickly detect the moving targets without the influences of rapid
illumination variations. Second, the precise targets’ regions are extracted with
the dual foregrounds fusion method. Third. a texture-based object segmentation
method is proposed to segment each vehicle from the merged foreground image
blob and remowve the shadows. Fourth, a false foreground filtering method is
developed based on the concept of motion entropy to remove the false object
regions cansed by the swaying trees or moving clouds. Finally, the texture-
based target tracking method is proposed to track each detected target and then
apply the virtual-loop detector to compute the traffic flow. Experimental results
show that our proposed system can work with the computing rate above 20 fps
and the average accuracy of vehicle counting can approach 86%.

Keywords: dual foregrounds fusion, texture-based target tracking.

1 Introduction

Recently, many vision-based researches addressed on the vehicle or human detection
[1-5] was proposed. In general, the moving objects could be detected by three kinds
of methods: motion-based [1]. background modeling [2-4], and temporal difference
[5] approaches. In the motion-based approaches, the optical flow method [1] utilizes
the motion flow segmentation to separate the background and foreground regions. By
applying the optical flow method [1]. the moving objects can be extracted even in the
presence of camera motion. However, the high computation complexity makes the
real-time implementation difficult.

For the background modeling methods, the construction and uvpdating of back-
ground models [2-4] often is time-consuming. For example, in [2.4], the Gaussian
Mixture Model {GWIM) is frequently adopted to model the intensity variation for each
pixel over a time period and need high computing cost to calculate the GMM parame-
ters. Furthermore, the foreground detection with background modeling method is
extremely sensitive to the rapid illumination wvariation or the dynamic background
changing. In [2]. the Kalman filter is used to update the background model with less

K.-T. Lee et al. (Ed=.x: MMM 2011, Part L LNCS 6523, pp. #6456, 2011.
© Springer-Verlag Bedin Heidelberg 2001
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computational complexity. But this method can’t solve the problem of serious scene
change which can make the system unable to update the background model accurately.

The temporal difference method doesn’t need to establish the background model
instead of subtracting the two adjacent frames and detecting the scene change intro-
duced by the moving objects. The advantage of this method is less susceptible to the
scene change, L.e., it has capability to detect the moving objects in dynamic environ-
ments. For example, in [5], the temporal difference method is resilient to the dynamic
llumination variation, but the regions of the moving objects can't be extracted
completely when the objects move slowly.

Here, we propose a novel vehicle detection method without background modeling
to overcome the aforementioned problems. First, a modified block-based frame dif-
ferential method is established to quickly detect the moving targets without the influ-
ences of rapid illumination changes. Second, the precise targets” regions are extracted
by the duwal foregrounds fusion method. Third, a texture-based object segmentation
method is proposed to segment each vehicle from the merged foreground image blob
and remove the shadows. Fourth, a false foreground filtering method is developed
based on the concept of motion entropy to remove the false object regions caused by
the swaying trees or moving clouds. Finally, the texture-based target tracking method
is proposed to track each detected target and then apply the virtwal-loop detector to
compute the traffic flow.

The information of vehicle counting may be obtained from several kinds of vision-
based sensor [6-10]. However, these methods are difficult to judge whether the
vehicle appears in the virtual detector region or not under different lighting condi-
tions. Furthermore, the lack of tracking information will make the vehicle counting
imaccurate. Here, a two-line vehicle crossing scheme is applied to count the moving
vehicles. The system block diagram is shown in Fig. 1. Our system consists of the
following modules: vehicle extraction (foreground detection with dual foregrounds,
foreground segmentation, and true object verification), vehicle tracking (Kalman filter
tracking), and vehicle counting.

Foreground Foreground True Chject
Exiraotion Sogmantsiion Vorificaton

Wehislg Counting Viehich Tracking J

Fig. 1. The block diagram of the traffic flow analysis without background modeling
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2 Vehicle Detection without Backeround Modeling

In general, vehicle detection can’t be accurate on the light variation or cluster scenes.
In this section, we propose a novel vehicle extraction method without the background
modeling to segment the vehicles on the light variation or cluster scenes. Further-
more, to detect the vehicles efficiently and robustly, the motion-based false object
filtering method is proposed.
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2.1 Adaptive Block-Based Foreground Detection

Traditional pixel-based frame difference method can introduce many fragmented
foreground regions because the spatial relationships among neighboring pixels are not
considered. Hence, if we detect the moving objects using the frame difference
method, both the local and global properties should be considered. Thus, we proposed
the block-based foreground detection method to extract more complete foregrounds.
First, each frame is divided into the non-overlapped blocks. The block size can be
adjusted according to the object size. The foreground detection algorithm is described
in the sequel.

I. We transform the RGB color space into the YC C, color space and detect the mov-
ing object in Y channel, Cr channel, and Cb channel separately.

2. In each image block, if the number of detected foreground pixels exceeds a speci-
fied threshold, then we categorize this block into the foreground block.

3. By fusing the foreground regions detected from Y channel, Cr channel, and Ch
channel with the voting rule, we can obtain a more complete ohject reglon.

The reason why we adopt the voting method is that Y, Cr, and Ch channels have dif-
ferent property in foreground detection. In Fig. 2-(a), the objects are detected with
grayscale’s variation in the ¥ channel; while in Fig. 2-{b)ic), the objects are detected
with the color’s variations in the Cr and Ch channels. The relationship between gray-
scale and color information are complementary.

a "y T oer. N
L .
‘i"‘.‘ I

31;5 s -,‘.'5;.._',",:-."_-
3 = i .

{al (b

Fig,. 1. The difference images for (a) Y channel, (b) Cr channel, and () Cb channel

If the region changes in the Y channel but doesn’t change in the Cr and Cb chan-
nels, then it may be the object shadow. On the contrary, the region changes in the Cr
and Cb channels but doesn’t change in the Y channel, and then this region may be a
noise region. Hence, in our system, the object detection with both the grayscale and
color channels is established. The fusing rule is designed by the voting method. We
adopted the rule-based method to determine whether the pixel/block belongs to fore-
ground or not.

. In each image block, if the difference of the Y channel exceed 1.5 times threshold
of the Y channel, we classify this block into foreground directly.

2. Otherwise, the object is detected in the Y, Cr, and Cb channels with the rule:
(VT e & (Cr=T JICh=T )). If the pixel’block changes in the grayscale and

color channels obviously together, then we classify this pixel/block as foreground.

Through the careful observation, we found that the block-based method can extract
the more complete foreground than the pixel-based method. When the block size
becomes larger, the foreground becomes more complete and the computing time is
also faster. However, the condition of wrong connection between different vehicles
occurs more frequently.
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Fig. 3. Block-based foreground extraction. (a) Pixel-based. (b) Block-based {2=2). () Block-
based (4=4). (d) Block-based (8=8).

Fig. 3 shows the comparison for the block-based and pixel-based method. It is ob-
vious that the moving vehicles extracted with the block-based shown in Fig. 3-(bjic)
are more complete than the pixel-based method shown in Fig. 3-{a). In our experi-
ment, we select the block size as 2x2 to fit the size of moving objects. So far, the
block-based foregrounds belong to the short-term foregrounds that will be combined
with the long-term foreground to generate a more precise and complete foreground,
which will be described in next section.

2.2 Precise Object Region Extraction with the Dual Foregrounds

The traditional frame difference method often generate strong response in the bound-
ary of moving object, but lower response occurs within the region of a moving object
shown in Fig. 4-(b). When the object becomes larger, the incomplete object detection
will become more serious. To tackle this problem we apply both the characteristic of
short-term and long-term foregrounds to make the foreground more complete. The
short-term  foreground can define precise object boundary and the long-term
foreground can extract a more complete object region shown in Fig. 4-(¢) with motion
history information. The long-term foreground is constructed by accumulating
successive short-term foregrounds (In our experiment, the long-term foreground is
constructed by accumulating 4 short-term foregrounds). By projecting the short-term
foreground onto the long-term foreground, searching the precise object boundary
based on the short-term foreground shown in Fig. 4-(f), and preserving all information
about short-term and the long-term foregrounds between the boundaries of short-term
foreground, we can extract the precise region of a moving vehicle shown in Fig. 4-{g).

2.3 Foreground Segmentation

In the outdoor environment, the serious shadow problem can introduce the inaccurate
and false foreground detection shown as the object #4 in Fig.5-(b) and improper
merging with neighboring objects shown as the object #2 in Fig. 5-(b). Based on the
careful observation, the texture is not obvious in the shadow region illustrated as
object #0 in Fig. 5-(b). The texture analysis is then used to eliminate the object shad-
ows. Here, the texture analysis is performed by analyzing the gradient content ob-
tained from the Sobel and Canny operations [11]. By projecting the edge information



450 C.-C. Lien et al.
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Fig. 4. Procedures for precise object region extraction with dual foregrounds fusion. (a) Origi-
nal object. (b) Short-term foreground. (¢) Long-term foreground. (dy Morphologic operation.
(2) Integration of short-term (gray regicn) and long-term (black region) foregronnds. (f) Fusion
with dual foregrounds (Red: upper bound: green: lower bound). (g) Object extraction by fusing
the short-term and long-term foregrounds. (h) The bounding box for the extracted object in (g).
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Fig. 5. The procedure of foreground segmentation. {a) Original image. (b) Canny edge detec-
tion and object labeling. (c) Edge projection to x-axis of object #2. (d) Object labeling after
vertical segmentation. (e) Edge projection to y-axis of object #0. (f) Outcome of texture
segmentation.

Fig. 6. Removal of the shadow region with the property of texture (a) The texture of fore-
ground. (b The texture density distribution for the &th object region. () The result of shadow
remaoval.

along horizontal and vertical axes, we can find the proper segmentation position {green
bins) using the Ostu’s method [12], which are shown in Figures 5-(c) and 5-(g). Once
the merged vehicle region is partitioned, each precise vehicle region shown in Fig. 5-(f)
is labeled via the labeling algorithm [13].
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In general, the distribution of texture density of a moving object is higher than the
distribution on its shadow region. Hence, we can utilize the texture densities to sepa-
rate the moving object and shadow. By removing the boundary vertical regions with
small texture density shown in Fig. 6-(b), the shadow region can be separated from
the object region shown as the green regions in Fig. 6-(a).

2.5 True Object Verification

For a real moving object, the direction distribution of motion vectors should be con-
sistent, i.e., the motion entropy in the object region will be low. Based on this obser-
vation, the value of motion entropy for each detected foreground region can be used
to distinguish whether the detected object is a true object or not. First, we apply the
three-step block matching method [14] to find the motion vectors for each foreground
region and compute the orientation histogram of the motion vectors. Second, we
compute the motion entropy for each detected foreground with Eq. (1)

K . :
E, =‘:EJFJW logy P, (1

where m is object index. ¢ is the index of i-th bin in the orientation histogram, K is the
number of total bins in the crientation histogram, and p,, is the probability of the i-th
bin in the orientation histogram. The motion entropies in these false detected regions
are very large and then these false detected regions can be removed with the motion
entropy filtering process.

3 Vehicle TracKking

In this study, the texture feature that is not easily influenced by the illumination varia-
tion is utilized as the measurement in the target tracking algorithm.

3.1 Kalman Filter

In general, the detected vehicles can be tracked with the methods of Kalman filter or
particle filters. With the efficiency consideration, we apply the Kalman filter [17] to
track each detected vehicle on the roadway. Each detected vehicle is tracked with the
constant-velocity motion model. The state and measurement equations of Kalman
filter are defined in Eq. (2).
Iy = Ax ) +we .

Ip = Hip +w <)
In Eq. (2), x;; denotes the state at frame k-1, z; denotes the measurement at frame kK,
The random variables wy and v, represent process and measurement noise. They are
assumed to be independent, white, and normal distributed and defined as Eq. (3).

powl = N0 g0

piv)~ N(OR) (3)

where, @ denotes the process noise covariance matrix and R denotes the measurement
noise covariance matrix. In order to determine whether an observed vehicle belongs to
a new incoming vehicle or a previously existed vehicle, we propose an efficlent
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matching algorithm to calculate the matching distance. For the texture matching, the
texture feature can be generated from the canny edge [11] and the distance transform
[19]. With the canny edge detection method we can retrieve the rough contours of the
detected moving vehicles that is hard to be influenced by the illumination variation
and shadow shown in Fig. 7. Then, the distant transform is applied to the canny edge
context to retrieve the texture content for the target matching.

T [
Py =

Fig. 7. The extractions of the texture features for each tracked vehicle

Distance transform matching is a technique for finding the matching distance be-
tween two different edge features by minimizing shifted template matching defined in
Eq. (4).

{u-on-p/ M
minl T T | x Z[Tem(m )= Refio+4q. p+.r‘,|]]|

']'"- il r\-lII ) ()

(4)
J

where Tem is the template feature of size M»xN and Refis the reference feature of size
OxP. Temix, v) denotes the pixel value in the template feature and Refix, y) denotes
the pixel value in the reference feature at the position (x, y). If the matching value is
less than the specified threshold, we can initialize a new Kalman filter to track or
update the Kalman filter with observed vehicle position.

3.2 Vehicle Counting
Here, we set a virtual detecting region on the entire road to monitor whether the vehi-

cles reach the detecting region or not. When a tracked vehicle touches the region, we
start to monitor its trajectory within the detecting region. If the vehicle’s trajectory

Fig. 8. The procedures of vehicle counting. The tracked vehicle is shown from (a) to (b). The
tracked vehicle is driving through the detection region is shown from (¢ to je). (f) The tracked
viehicle passes the detection region.



WVehicle Counting without Background Modeling 453

satisfies the following two conditions, then the vehicle is counted. First, the vehicle is
detected in the wvirtual detecting region. Second, the length of the trajectory of a
tracked vehicle must larger than a specified length threshold (100 pixels). Some ex-
amples of vehicle counting are shown in Fig. 8. In Fig. 8, the red line is used to sepa-
rate the different directions of traffic flow and the green region is the detection region
for counting. The black text represents the current number of passed vehicles.

4 Experimental Results

In this section, the video sequence of PetsD2TeC2 [20] and the real traffic videos
captured from the web site of Talwan Area National Freeway Bureau
(http:/fwww.nfreeway. gov.tw) are used as the test videos.

4.1 The Detection of Moving Vehicles

Here we use the PetsD2TeC2 video sequence to evaluate the performance of fore-
ground detection for our method, traditional frame difference method, and the method
of background subtracting with Gaussian Mixture Model method.

Fig. &, The examples of foreground detection at frames #1023 and #2517, The original frames
are shown from {a) to {b). The foreground detection using the conventional frame difference
method is shown from (c) to (d). The foregronnd detection using the GMM background maodel-
ing method is shown from (e) to (f). The foreground detection using our proposed method is
show from (g) to (h).

The block size is chosen as 2x2 to fit the size of moving object in our system. The
lower bound of object size is set to be 10 blocks for the object detection. The fore-
ground detections in Fig. 9-(c)(d) show the scene adaptability and fragmented region
for the frame difference method. The foreground detections in Fig. 9-(e)(f) show the
object completeness of the background modeling method [20]. Fig. 9-(f) shows a
noisy image that is generated by the inefficient background updating process. The
foreground detections in Fig. 9-{g)ih) show the scene adaptability and detection com-
pleteness of our proposed method. It is obvious that our method outperforms the other
typical methods in terms of scene adaptability and detection conpleteness. Fig. 10-{a)
shows the video sequence of traffic scene on the freeway. Fig. 10-{b) shows that the
bounding boxes on the detected vehicles.
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(b Frame #7 #17
Fig. 1h. Moving object detection. (a) A traffic flow scene. (b) The regions of precise moving
objects are labeled with red rectangular box.

4.2 Vehicle Tracking and Counting

The vehicle tracking 1s illustrated in Fig. 11. In Fig. 11-{a}, the moving vehicles start
to be tracked. Fig. 11-(b)(c) show the correct labeling of the tracked vehicles after the
merging and splitting of the two objects. The red rectangular represents the untracked
object and the vellow rectangular represent the tracked wehicle. The red number

denotes the number of the tracked vehicle.
N cjg e |

Fig. 11. Vehicle tracking on crowded vehicle scene

After vehicle tracking, we set a detecting region on the roadway to count the mov-
ing vehicles. The detecting region across multiple lanes is used to count vehicles. The
performance of vehicle counting is illustrated in Table L. In the first and second video
clips, the density of traffic flow is low. Hence, the performance of the vehicle tracking
is satisfied. In the third video clip, the performance is reduced because a few buses
introduce the some occlusions and wrong segmentation problems.

Table 1. The accuracy analysis of the vehicle counting

Heading level 1" video clip video clip I video clip
Actual number 23 B Th
Detected number Qi 04 25
Falze pesitive 2 0 11
False negative 3 3 2
ACCURACY S04 3% 536

5 Conclusions

In this paper, we propose a novel vehicle detection method without background mod-
eling in which the modified block-based frame differential method, the precise object
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region extraction with dual foregrounds, the foreground segmentation, and the true

i 4
object verification are integrated to develop a scene adaptive vehicle detection sys-
tem. The texture-based target tracking method s proposed to track each detected
target and then apply the virtual-loop detector to analyze the traffic flow. Experimen-
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Abstract— With the rapid progress of the image editing software, the image forgery can leave no visual
clues on the tampered regions and makes us unable to judge the image authenticity. In general, the digital
image forgery often utilizes the scaling, rotation or skewing operations in which the resampling and
interpolation processes are demanded. By observing the detectable periodic properties introduced from
the resampling and interpolation processes, we propose a novel method based on the intrinsic properties
of resampling scheme to detect the tampered regions with the pre-calculated resampling weighting table

and the periodic properties of prediction error distribution. The experimental results show that the
proposed method outperforms the conventional methods in terms of efficiency and accuracy.

Keywords- image forgery, resampling, forgery detection, intrinsic resampling properties.
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Fast Forgery Detection with the Intrinsic Resampling Properties

Cheng-Chang Lien, Cheng-Lun Shih, and Chih-Hsun Chou
Department of Computer Science and Information Engineering
Chung Hua University, Hsinchu, Taiwan, R.0.C.
E-mail: celienichu.edu.tw

Abstract— With the rapid progress of the image editing
software, the image forgery can leave no visual clues on the
tampered regions and makes us unable to judge the image
authenticity, In general, the digital image forgery often utilizes
the scaling, rotation or skewing operations in which the
resampling and interpolation processes are demanded. By
observing the detectable periodic properties introduced from
the resampling and interpolation processes, we propose a novel
method based on the intrinsic properties of resampling scheme
to detect the tampered regions with the pre-calculated
resampling weighting table and the periodic properties of
prediction error distribution. The experimental results show
that the proposed method outperforms the conventional
methods in terms of efficiency and accuracy,

Keywords- image forgery, resampling, forgery detection, intrinsic
resampling properiies.

I. INTRODUCTION

In general, the forgery detection and can be further
categorized into methods of detecting copy-pasted regions.
defocus  blur edges, resampling, sensor noise  pattern,
different lighting conditions and block artifact inconsistency.
In [1]. the author provided a method to identify the digital
forgery regions that are copied and pasted from the same
image by applying the method of block matching. However,
the matching process can fail if the tampered region is
cropped from different images. Zhou et al. [2] proposed a
method to identily the digital forgeries by using the edge
preserving smoothing filter in which the manual blur edge is
discriminated from the defocus blur edge and the erosion
operation is applied for detecting the manual blur edge.

Another typical method developed by Popescu [3]
detected the digital forgeries by tracing the characteristic of
the resampled signals. The major concept of this method is 1o
apply the EM (expectation/maximization) algorithm 1o
acquire the resampling coeflicients and then calculate the
resampling probability map. Based on the spectral analysis
of the probability map, the magnitude peak can be used 1o
identify the forgery patterns. Moreover, Popescu [4] utilized
the specific interpolation coefficients of color filter array for
cach brand of digital camera to identify the digital forgery,
Kirchner [5] proposed a more efficient method by directly
applying the converged resampling coefficients to detect the
tampered regions. As same as ftracing the periodic
characteristic of the resampled signals, Prasad 6] and
Mahdian [7-8] proposed their method 1o extract the
periodical property of the resampled signals based on

Q78-0-7695-4222-5/10 §26,00 © 2010 IEEE
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analyzing the periodic characteristic of the covariance of the
second order derivatives.

Generally, each kind of digital forgery detection method
can solve only one kind of forgery pattern, In this study, we
only address on the detection of resampling forgery., Two
related researches addressed on the detection of resampling
forgery are the methods proposed by Popescu [3] and
Mahdian |7]. However, there exist two major drawbacks in
the above-mentioned algorithms. For the Popescu’s method
[3], high computation cost in the iterative computing
procedure is required. 1t takes almost 5 minutes to generate
the probability map for the image with resolution 512512
pixels. For the method proposed by Mahdian [7]. we found
that the derivative kernel used in [7] will destroy the
periodicity of the correlation function at the high texture
regions. Hence, in this study, we try to investigate and
analyze the intrinsic properties of resampling scheme and
develop a new more efficient algorithm based on the intrinsic
properties of resampling.

I, RELATED WORKS

A. The Popescu's Method

A well known forgery detection method proposed by
Popescu [3] assume that the interpolated samples are the
linear combination of their neighboring pixels and try to train
a set of resampling coefficients to estimate the probability
map. In this methed, a digital sample can be calegorized into
two models: M, and M., M, denotes the model that the
sample is correlated to their neighbors: while M, denotes thai
the sample isn't correlated to its neighbors, The resampling
coeflicients can be acquired by the EM algorithm. In the E-
step, the prohability for M, model for every sample is
calculated. Tn the M-step, the specific correlation coefficients
are estimated and updated continuously. After applyving the
Popescu’s method to the image, we can obtain a probability
map. The peak ratio of frequency response of the probability
map can be used to identify the digital forgery.

B, The Mahdian's Method

Another method proposed by Mahdian and Saic [7)
demonsirates that the interpolation operation can exhibit
periodicity in their derivative distributions. To emphasize
the periodical property, they employ the radon
transformation to project the derivatives along a certain
orientation.  After projecting all the derivatives to one
direction and forming 1-D  projection vectors, the
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autocovariance function can be used 1o emphasize the
periodicity and defined as;

Ry (1) = Xi(pa (i + k) — Pa) (pe(i) — Pa) (1
Then. the Fourter transformation of R are also computed to
identify the periodic peaks which can identify the digital
forgery.

Il FORGERY DETECTION USING THE RESAMPLING
INTRINSIC PROPERTIES

There exist two major drawbacks in the above-mentioned
algorithms. For the Popescu’s method [3], high computation
cost in the Iterative computing procedure is required. It takes
almost 5 minutes to generate the probability map for a image
with resolution 512512 pixels, For the method proposed
by Mahdian [7]. we found that the derivative kernel used in
[7] can reduce the periedicity of the correlation function at
the high texture region. Hence, in this study we try fo
investigate and analvze the mtrinsic properties of resampling
process and develop a new more efficient algorithm.

A, Inwinsie Properties of Resampled Signal

In this section. we firstly introduce the procedures of
general resampling process. The up-sampling process 1s
illustrated in Fig. 1-(a) and the original values are denoted as
red bars. Fig. 1-{b) shows that interpolation operation fills
the empty points with the linear combination of the adjacent
signals’ values which are denoted as yellow bars. Finally, the
samples selected for decimation process which are denoted
as blue bars are shown in Fig. 1-(¢). Through the observation
of the resampling process, it gives us an important clue to
design a new forgery detection algorithm, which is the
original value will appear periedically in the resampling
process.
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F|g 1. An example for illustrating the intrinsic property of resampled signal.
The scaling factor wsed here is 6/5. (a] The up-sampling for the original
values (red bars). Linear interpolation is denoted as yellow bars. (b) Down
sampling of signal in (a). The resampled signal is demoted a5 blue bars. The
blue bars labeled the white node denote that the eriginal values are chosen.

B. Periodicity of the Prediction Error

Every resampled value denoted as blue bar m Fig. 3 can
be approximated by the linear combinations of the adjacent
original values denoted as red bar with different weights
according to their positions, 1.e., the weighting in the linear
mterpolation algorithm is propositional to the distance to
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therr neighbors. Here, we pre-calculate the weighing table for
each resampling rates, If the resampling rate is known, then
the original values can be approximated by the linear
combination of the interpolated walues. Based on the
periodical property of the original values selected from
resampling, some of the approximated values would exactly
overlap the original values in resampled signals shown as the
green bar in Fig. 1-(b). Ideally, the emror between the
predicted value and the resampled value would be very small
at the position where the original value is resampled (the
green bar in Fig. 2). Moreover, the vanation of the prediction
error will distribute periodically, The weighting table W[i], 1
= 1, 2..... N, should be calculated in advance for each
resampling rate. The prediction process is deseribed in Fig. 2.
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Fig. 2. The values {nad bar) could be predicted b} the nesampled values
(blue bar). After a certain periodieal time interval, the predicted valuwe will
overlap the original value denoted as green bar.
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In Fig. 2, the interpolated values can be computed as:
B, =R, xWT,[i-1]+R, «WTy[i-1] (2)
Then. the predicted resampling values can be computed as:
“R = L — R AT

W1
— g 2= WL
e =R =
. T
pre, =R, = By~ pren, : #T.6] =8y
W[ 3)

Finallv, the prediction error within the certain shding
window can be compuled as:
Prediction error = |By.; — pre.|. 4

For the case of resampling rate 12094, the difference between
pres and By will be very small. When the sliding window for
calculating the sample prtdiction is moving (shown in Fig.
3) the prediction error will increase and then decrease to the
minimum value until the sliding window moves to the next
periodical position (B;,, By;...). Such a periodical property
makes the sequence of prediction error distribute periodically
shown in Fig. 4-(d). In order to enhance this property, the
projection operation is also performed for every row and
column (two directions are considered separatelv) before we
utilize the frequency analysis to detect the forgery patterns
(peaks in frequency response). I the test samples are not
resampled or the wrong weighting table 1s selected. the
distribuiion of prediction error would be wregular.
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Fig. 3. The shding window for caleulating the sample precdiction using
the pre-calenlated weighting table.
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(b} Resampled image with up-sampling
rate 10%. {c} The projection magmiudes of row-based prediction error of
(@) {d) The projection magnitudes of row-based prediction emor of (b),
(e} The frequency rezponse of {c). (f} The frequency response {d).

(e) S
Fig. 4. {a) The original image.

To develop an automatic forgery detection method, there
are two main criteria should be considered The first one is
the position where the peak occurs and the second one is the
peak ratio. According to the different weighting tables
{different resampling rate) for the forgery detection and the
specific periodical property for each resampling rate, the
expected position where the peak occurs could be forecasted.
Then, we can match the peak position to the forecasted
position where the specific resampling rate generates for
identifving the existence of digital forgery. If the ratio is
larger than a specified threshold, we can identify that
exastence of digital forgery. To deteet the tampered region,
the image is scanned from left-top to right-bottom with
different block sizes. In each block, the proposed method is
applied to detect the tampered regions.

TV. EXPERIMENTAL RESULTS

The experimental database is constructed with 160 gray
level images with resolution 512X 512 and each image is
partial tampered in BMP format. The image tampering is
based on the resampling process with the ditferent bi-linear
sampling rates: 105%, 110%, 120% and 125%. The forgery
detections are performed by scanning the image with the
block size of 128 X 128 pixels. Before analyzing the
accuracy of forgery detection, we fustly describe the
detection rules for the Popescu’s [3], Mahdian's [7], and our
methods. Here, the forgery detection of Popescu’s and
Mahdian’s methods is determined by evaluating whether the
tatio of peak-to-average frequency response is larger than a
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predefined threshold value or not The ratio of peak-to-
average frequency response 1s defmed as:
magnitude,

mazImum

K .= R =
gpace Makdian magnitude,

For our method, the forgery detection is determined by
evaluating whether the ratio of forecasted peak-to-average
frequency response is larger than a predefined threshold
value or not, The ratio of forecasted peak-to-average
frequency response is defined as:
B magm'mdeh‘mdgmqn

magnitede,,
The resampled image with rate 120% shown in Fig. 5-(a) 15
used as the tampered image for analyzing the detection
accuracy for the three methods. Fig. 5-(b) shows the
probability map produced by the Popescu’s method and Fig.
5-(c) shows the frequency response of the probability map.
Fig. 6-(u) shows the radon transformation of the derivative
along honzontal direction. Fig. 6-(b) shows the auto-
covariance of Fig. 6-(a) and Fig. 6-(c) shows the frequency
response of the auto-covariance values. The prediction error
generated by our method is shown in Fig. 7-(a). Fig. 7-(b)
presents the frequency response of the prediction error. An
abvious drawback of the Mahdian’s method is that the weak
periodical patterns occur at the high texture regions shown
in Fig. 5-(b). The accuracy of forgery detections for
different resampling rates i1s analyzed in Table 1.

{a) ) 4 -c).

The tampered image. (b) The probability map generated by the
Popesen's method, {¢) The frequency respense of (b},

@ o L—J

Fig. 6. (a) The autocovariance of radon transformed denvatice maps
obtained by the Mahdian's method. (b) The frequency resparse of ().

(a) (b A Ses
Fig. 7. (a) The prediction error of the tampered image generated by the
proposed method for Fig 5-{a). (b) The frequency tesponse of (a)

(o d

Fig. 5. (a)

The ROC curves with different up-samphng rate for
Popescu’s, Mahdians and our methods are shown in Fig. 8.
In this Figure, the detection accuracy of Popescu’s method 15
highest, and the detection accuracy of our method is close to
the Popescu’s curve. However, our method is the fastest one
that will be mentioned later. The detection accuracy of
Mahdian’s method is the lowest because the detection
accuracy is affected by the high texture regions. In addition,



we compare the efficiency among Popescn’s [3], Mahdian’s
[7] and our methods with the PC of 1.8 GHz, The efficiency
analysis 15 shown in Fig. 11. Here, we perform the efficiency
analysis from block size 64X 64 to 512X 512 and assume
there are 21 weighting tables for 21 resampling rates used in
[3]. It’s worthy to conclude that detection accuracy and
efficiency of our method can approach both of the benefits of
Popescu’s and Mahdian’s methods.
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Fig 9, Efficiency analysis

Fig. 10 shows the detection results of the proposed method
for different resampling rates with two block sizes. Fig. 10-(a)
and Fig, 10-(b) show the detection result with 64> 64 and
128> 128 block sizes. Here, we observe that the detection
accuracy [or the smaller block size is lower than the accuracy
with larger block size becanse more periodical patterns can
be collected in larger blocks,

V. CoNcLusion

In thig paper, we propose a novel method based on the
intrinsic properfies of resampling scheme to detect the
forgery regions with the pre-caleulated resampling weighting
tables. In Popescu’s method, high accuracy can be obtained

with high computation cost. On the contrary, in Mahdian’s
method, the detecting accuracy can be affected on the high
texture regions. The detection accuracy and efficiency of our
method can approach both of the benefits of Popescu’s and
Mahdian™s methods. The detection accuracy of our method is
about 95% and the time for detecting a 512> 512 image
needs only 30 seconds.

(a]
Fig. 10. (a) Detection with 64 &4 block size, (b) Detection with 12§ x
128 block size.
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True wepaiive 40 40 Al A0 33 a7 38 38 5 33 28 30
A canrcy 10099 | 98.7% | 100% | 100% | 21.2% | 95% | 97.5% | 97.5% | 57.5% | 68.7% | &1.2% | 83.7%
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