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The first part of report presents a Coordinate Rotation Digital Computer (CORDIC)-based
split-radix fast Fourier transform (FFT) core for Orthogonal Frequency Division Multiplexing
(OFDM) systems, for example, Ultra Wide Band (UWB), Asymmetric Digital Subscriber Line
(ADSL), Digital Audio Broadcasting (DAB), Digital Video Broadcasting — Terrestrial (DVB-T),
Very High Bitrate DSL (VHDSL), and Worldwide Interoperability for Microwave Access
(WIMAX). High-speed 128/256/512/1024/ 2048/4096/8192-point FFT processors have been
implemented by 0.18 xm (1p6m) at 1.8V, in which all the control signals are generated internally.
These FFT processors outperform the conventional ones in terms of both power consumption
and core area.

Key-Words: - Intellectual Property (IP), FFT, split-radix, CORDIC, OFDM.

Two-dimensional discrete cosine transform (DCT) and inverse discrete cosine transform (IDCT)
have been widely used in many image processing systems. In the second part of report, efficient
architectures with parallel and pipelined structures are proposed to implement 8x8 DCT and
IDCT processors. In which, only one bank of SRAM (64 words) and coefficient ROM (6 words)
is utilized for saving the memory space. The kernel arithmetic unit, i.e. multiplier, which is
demanding in the implementation of DCT and IDCT processors, has been replaced by simple
adders and shifters based on the CORDIC algorithm. The proposed architectures for 2-D DCT
and IDCT processors not only simplify hardware but also reduce the power consumption with
high performances.

Key-Words: - DCT, IDCT, parallel and pipelined architecture, low-power, CORDIC.
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High-performance fast Fourier transform (FFT) processor is needed especially for real-time
digital signal processing applications. Specifically, the computation of discrete Fourier transform
(DFT) ranging from 128 to 8192 points is required for the orthogonal frequency division
multiplexer (OFDM) of the following standards: Ultra Wide Band (UWB), Asymmetric Digital
Subscriber Line (ADSL), Digital Audio Broadcasting (DAB), Digital Video Broadcasting —
Terrestrial (DVB-T), Very High Bitrate DSL (VHDSL) and Worldwide Interoperability for
Microwave Access (WiIMAX) [1]-[8]. Thompson [9] proposed an efficient VLSI architecture for
FFT in 1983. Wold and Despain [10] proposed pipelined and parallel-pipelined FFT for VLSI
implementations in 1984. Widhe [11] developed efficient processing elements of FFT in 1997.
To reduce the computation complexity, the split-radix 2/4, 2/8, and 2/16 FFT algorithms were
proposed in [12]-[15].

As the Booth multiplier is not suitable for hardware implementations of large FFT, we
propose the CORDIC-based multiplier. Moreover, we develop a ROM-free twiddle factor
generator using simple shifters and adders only [1], which obviates the need to store all the
twiddle factors in a large ROM space. As a result, the proposed CORDIC-based split-radix FFT
core with the ROM-free twiddle factor generator is suitable for the wireless local area network
(WLAN) applications. In this report, a high-performance 128/256/512/1024/2048/4096/8192-
point FFT processor is presented for the European and Japanese standards. The remainder of this
report proceeds as follows. In Section 2, the split-radix 2/8 FFT algorithm and the CORDIC
algorithm are reviewed briefly. In Section 3, the reusable IP 128-point CORDIC-based split-radix
FFT core is proposed. In Section 4, the hardware implementations of FFT processors are
described. The performance analysis is presented in Section 5. Finally, the conclusion is given in
Section 6.

2 Review of Split-Radix FFT and CORDIC Algorithm

2.1 Split-Radix FFT

The idea behind the split-radix FFT algorithm is to compute the even and odd terms of FFT
separately. The even term of the split-radix 2/8 FFT algorithm is given by

N/2-1

XQ2k)= 3 (x(n)+x(n+ %))WN"’EZ (1)

n=0

27

where W, , = e N2 and k= 0,1,2,.....,(N/2)—1. The odd term is as follows:

N/8-1

X@k+D)= Y ((x(n)+x(n +2éV)W4’ +x(n +4év)m2’
n=0
+x(n +6év)VK/ )+(x(n +];[) +x(n +3;V)WZ (2)
+x(n +Sév)m2’ +x(n +7éV)W4’ WOk,

where k£ =0,12,..,(N/8)—1 and [=1357. The split-radix 2/8 FFT algorithm, which



combined with radix-2 and radix-4 proves effective to develop a reusable IP 128-point FFT core.
2.2 CORDIC Algorithm
The CORDIC algorithm in the circular coordinate system is as follows [16].

x(i+1)=x(0)~ 0,27 y() 3)
y(i+1)=y()+ 0,27 x(i) “4)
2(i+1) = z(i) - 0,0(i) (5)
a(iy=tan™' 2 (6)

where o, =sign(z(i)) with z(i) >0 in the rotation mode, and o, =—sign(x(7))-sign(y(i))
with y(i) = 0 in the vectoring mode. The scale factor: (i) is equal to /1+0c.27 . After n

micro-rotations, the product of the scale factors is given by
n-1 n—1

K =[Jr@=]]v1+27" (7)
i=0 i=0

Notice that CORDIC in the circular coordinate system with rotation mode can be written by

X, cosz, sinz, | x,
=K, . , (8)
v, —sinz, cosz, ||y,
X, X, . ) .
where and are the input vector and the output vector, respectively, z,is the
yO yn

rotation angle, and K. is the scale factor. In [1], the circular rotation computation of CORDIC

was used for complex multiplication withe ™/, which is given by

Re[X']| [cos@ sin6 [Re[X] ,
Im[X']| |-sin@ cos@ | Im[X] )

3 Reusable IP 128-Point CORDIC-Based Split-Radix FFT Core

Figure 1 shows the proposed 128-point CORDIC-based split-radix FFT processor, which can be
used as a reusable IP core for various FFT with multiples of 128 points. Notice that the modified
split-radix 2/8 FFT butterfly processor and the ROM-free twiddle factor generator are used. In
addition, an internal (128 32-bit) SRAM is used to store the input and output data for hardware
efficiency, through the use of the in-place computation algorithm [1].

3.1 CORDIC-Based Split-Radix 2/8 FFT Processor

For the butterfly computation of the proposed CORDIC-based split-radix 2/8 FFT processor,
sixteen complex additions, two constant multiplications (CM), and four CORDIC operations are
needed, as shown in Figure 2. The CORDIC algorithm has been widely used in various DSP
applications because of the hardware simplicity. According to equation (9), the twiddle factor
multiplication of FFT can be considered a 2-D vector rotation in the circular coordinate system.
Thus, CORDIC in the circular coordinate system with rotation mode is adopted to compute

complex multiplications of FFT.



The pipelined CORDIC arithmetic unit can be obtained by decomposing the CORDIC
algorithm into a sequence of operational stages. In [17], we derived the error analysis of
fixed-point CORDIC arithmetic, based on which, the number of the CORDIC stages can be
determined effectively. For example, the number of the CORDIC stages is 12 if the overall
relative error of 16-bit CORDIC arithmetic is required to be less than10~. The pipelined
CORDIC arithmetic unit with 12 stages and an additional pre-scalar stage. In which, the
pre-calculated scaling factor K, ~1.64676 and the Booth binary recoded format leads to
1.101001. The main concern for the design of the CORDIC arithmetic unit is throughput rather
than latency. The proposed CORDIC arithmetic unit in terms of gate counts is less than 4 real
multipliers significantly. In addition, the power consumption can be reduced significantly by
using the proposed CORDIC arithmetic unit; it has been reduced by 30% according to the report
of PrimePower® distributed by Synopsys.

b

As the twiddle factors: W, and W, are equal to 72(1— j) and —g(1+ 7,

respectively, a complex number, say (a+bj), times W, or W, can be written by

(a+bj)><(g(1—j))=g((0+b)+j(—a+b)) (10)
(a+bj)x(— (1+j))=_f((a—b)+j(a+b)) (11)

where g can be represented as 1.0101010 using the Booth binary recoded form (BBRF).

Thus, the CM unit can be implemented by using simple adders and shifters only. Figure 3 shows
the pipelined CM architecture, which uses three subtractions/additions and therefore improves on
the computation speed significantly.

Based on the above-mentioned CORDIC arithmetic unit and CM unit, the computational
circuit and hardware architecture of the CORDIC-based split-radix 2/8 FFT butterfly
computation are realized. As one can see, the pipelined CORDIC arithmetic unit aims at
increasing the throughput of complex multiplications..

3.2 ROM-Free Twiddle Factor Generator
In the conventional FFT processor, a large ROM space is needed to store all the twiddle factors.
To reduce the chip area, a twiddle factor generator is thus proposed. Figure 4 shows the

ROM-free twiddle factor generator using simple adders and shifters for 128-point FFT. In which,

the 16-bit accumulator is to generate the value 2nz for each index n; n = 2l 3 g , the 16-bit

shifter is to divide 2nz by N, and the 16-bit shifter/adder is to produce the twiddle factors: 6,/ ,

0y, 07 and 6)". By using the twiddle factor generator, the chip area and power consumption

can be reduced significantly at the cost of an additional logic circuit. Table 1 shows the gate
counts of the full-ROM storing all the twiddle factors, the CORDIC twiddle factor generator [1]
and the ROM-free twiddle factor generator.



4 Implementation of FFT Processors

The 128/256/512/1024/2048/4096/8192- point FFT processors. In which, the radix-2 and
split-radix 2/4 butterfly processors [1] using the pipelined CORDIC arithmetic units and twiddle
factor  generators are  implemented; and  moreover, two memory  banks
(4096/2048/1024/512/256/0 x 32-bit and 8192/4096/2048/1024/512/256/128 x 32-bit) are
allocated for increased efficiency by using the in-place computation algorithm [1]. Hardware
architecture is shown in Figure 5.

The hardware code written in Verilog”® is running on a workstation with the ModelSim®
simulation tool and Synopsys” synthesis tool (design compiler). The chips are synthesized by the
TSMC 0.18 um Ip6m CMOS cell libraries [18]. The physical circuit is synthesized by the
Astro® tool. The circuits are evaluated by DRC, LVS and PVS [19].

The layout view of the8192-point FFT processor is shown in Figure 6. The core areas,
power consumptions, clock rates of 128-point, 256-point, 512-point, 1024-point, 2048-point,
4096-point and 8192-point FFT processors are shown in Table 2. All the control signals are
internally generated on-chip. The chip provides both high throughput and low gate count.

5 Performance Analysis of The Proposed FFT Architecture

FFT processors used to compute 128/256/512/1024/ 2048/4096/8192-point FFT are composed
mainly of the 128-point CORDIC-based split-radix 2/8 FFT core; the computation complexity
using a single 128-point FFT core is O(N/6) for N-point FFT. The log-log plot of the CORDIC
computations versus the number of FFT points is shown in Figure 7. As one can see, the
proposed FFT architecture is able to improve the power consumption and computation speed
significantly.

6  Conclusion

This report presents low-power and high-speed FFT processors based on CORDIC and
split-radix techniques for OFDM systems. The architectures are mainly based on a reusable IP
128-point CORDIC-based split-radix FFT core. The pipelined CORDIC arithmetic unit is used to
compute the complex multiplications involved in FFT, and moreover the required twiddle factors
are obtained by using the proposed ROM-free twiddle factor generator rather than storing them
in a large ROM space.

The CORDIC-based 128/256/512/1024/2048/4096/8192- point FFT processors have been
implemented by 0.18 zm CMOS, which take 395 us, 176.8 us, 779 us, 33.6 us, 14 us, 5.5 us
and 1.88 us to compute 8192-point, 4096-point, 2048-poin, 1024-point, 512-point, 256-point and
128-point FFT, respectively.

The CORDIC-based FFT processors are designed by using the portable and reusable
Verilog®. The 128-point FFT core is a reusable intellectual property (IP), which can be
implemented in various processes and combined with an efficient use of hardware resources for

the trade-offs of performance, area, and power consumption.
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Table 1 Hardware requirements of the full-ROM, the CORDIC twiddle factor
generator [1], and the ROM-free twiddle factor generator

Full-Twiddle Factor ROM Ibit~1gate
8192-Point ROM
4K x16 bit
CORDIC Twiddle Factor Generator (T.Y.Sung,2006) [1]
16-bit CORDIC 11-bit Adder 11-bit Shifter 16-bit Shifter 16-bit Adder
~ 18K bit ~ 150 gates ~ 50 gates ~ 90 gates ~ 200 gates

ROM -free Twiddle Factor Generator (Sung, Hsin and Cheng, 2008)

16-bit Accumulator 16-bit Register 16-bit Shifter 16-bit Shifter/Adder
~ 200gates ~ 32 gates ~ 90 gates ~90x2+200x 2 gates

Table 2 Core areas, power consumptions, clock rates of 128-, 256-, 512-, 1024-, 2048-,
4096- and 8192-point FFT processors

FFT Size | Core Power Clock
Area Consumption | Rate

128-point | 2.28mm?> | 80mW 200MHz
256-point | 237mm? | 84mW 200MHz
512-poiint | 2.49mm* | 88mW 200MHz
1024-point | 2.62mm* | 94mW 200MHz
2048-point | 2.81mm> | 9mW 200MHz
4096-point | 3.10mm*> | 106mW 200MHz
8192-point | 3.62mm* | 117TmW 200MHz
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1 Introduction

With the rapid growth of modern communication applications and computer technologies, image
compression continues to be in great demand. Three categories of image compression techniques
have been developed: differential pulse code modulation, transform coding and subband coding.
In many cases, transform coding is preferable. The simplest transform coding approach is based
on Walsh-Hadamard transform, in which the kernel matrix involves simple additions and
subtractions only [1]. Karhunen-Loeve transform (K-LT) is the optimal; however the computation
involved is too complicated to be implemented. Discrete cosine transform (DCT), which
approximates well K-LT [2], is efficient and therefore adopted by the Joint Photographic Expert
Group (JPEG) standard. Many DCT algorithms have been developed [3]-[11]; the VLSI
implementations of DCT for real-time applications can be found in [12]-[25].

Though fast Fourier transform (FFT) can be utilized to implement DCT, it requires
complex-valued computations. In addition, the order of N-point DCT through the use of FFT
isO(log2N +1). CORDIC (COordinate Rotation DIgital Computer) is a well known algorithm,
which evaluates various elementary functions including sine and cosine functions by using simple
adders and shifters. CORDIC is suitable for the design of high performance chips using VLSI
technology. In this paper, the CORDIC approach to the development of fast, memory-efficient
DCT and IDCT 1is proposed to simplify hardware implementations and reduce power
consumption.

The remainder of this paper proceeds as follows. In Section 2, the CORDIC algorithm is
reviewed briefly. In Section 3, fast and efficient CORDIC-based 2-D DCT and IDCT algorithms
are presented. The implementations of the proposed low-power, parallel and pipelined
architectures for 2-D DCT and IDCT processors are given in Section 4. Finally, conclusion can be

found in Section 5.

2 Review of CORDIC Algorithm
The basic CORDIC algorithm is given by [26]-[27]

Xt :xi_ciz_iyi (1)
Yimn =W+ Giz_ixi (2)
Ziyg = Z; — 0,0, (3)

where i=0, 1,2, ...., n-1, and

o, = arctan(2™") 4)

In the i” micro-rotation, the direction of rotation denoted by o, is determined by sign(z,) with
z, — 0 in the rotation mode; o, =-—sign(x, ) -sign(y,) with y, — 0 in the vectoring mode; and
the corresponding scale factor kl.=1/l+0i2272i . After n micro-rotations, the product of all the scale

factors is given by

10



K, =ﬁki =ﬁ1/1+032‘2" =ﬁ\/1+2'2f (5)
i=0 i=0 i=0

One may take the iteration sequence: {0, 0, 0, 1, 2, ....,n} for the CORDIC algorithm in the circular

coordinate system to expand the convergence range of angles as follows.

0,.=arctan( 2" )+2-arctan( 2°)+ iarctan 277

j=0 (6)
~3.3141(189° ) >180°
Thus, the convergence range of angles is expanded to cover a whole plane of [-180°,180°}, in other
words, the input angle is unconstrained [28]-[29].
3 The CORDIC-Based DCT and IDCT Algorithm
The N-point 1-D DCT is defined as

\/—Z«/_K [—(znzé)m“}-x(n) (7)

where m=0,...,.N —1, Km:L for m=0,and K, =1 for m>0.

V2

For image applications, a separable 2-D DCT can be obtained by using the tensor product of two 1-D
DCTs. Specifically, the M x N -point 2-D DCT is defined as
2-c(u)e(v)
Z(u,v)=—7—7Z7-7+-
NM-N

58 snncof L] ol 20

Y(m)=

(8)

where u=0,....M -1,v=0,...N-1, c¢(k)= for k=0,and c(k)=1 for k> 0.Equation

-

(8) can be rewritten by

Z(u,v)=ﬁﬁi\/§c(u)~cos[(2m+1)un} {\/—Z\/_c(v) cos[(zni\})m} x(m,n)} )

2M n=0

For 8x8 DCT, let

't1 1 1 1 1 1 1]
a c d f —-f -d -c -a
b e —-e -b -b -—-e e b
1 |¢ —f —a —-d d a f -c (10)
T=—.
8l -1 -1 11 -1 -1 1
d —-a f ¢ —-c¢ —-f a -d
e -b b —-e —e b -b e
\f -d ¢ -a a -c d -f]

wherea:ﬁcos(%j,b=ﬁcos(§),c-fcos( J d- f( j
2cos[38j and f = «/_cos[mj

The transform coefficients Z(u,v) of 8x8 DCT can be grouped into an array denoted by Z, which can

be written by

11



Z=TY' (11)
where Y = TX'. Thus, the computation of separable 2-D DCT can be obtained by using 1-D DCT
computation as follows.
2-D DCT(X) = 1-D DCT((1-D DCT(X))") (12)
Similarly, a separable M x N -point 2-D IDCT can be obtained, which is given by
2-c(u)c(v)
JMN

ENZiZ(u,V)-cos[(zm"'l)un}-co (2”2‘:\1)"“} (13)

x(mn)=

where u=0,....M -1v=0,....N-1, c(k):L for k=0, and c(k)=1 for k>0.

V2
The 2-D IDCT computation using 1-D IDCT computation is as follows.
2-D IDCT(Z)=1-D IDCT((1-D IDCT(Z))") (14)
In which, X=T'ZT, Y =T'Z’, and therefore
X=TY' (15)
3.1 Fast 1-D DCT Algorithm
Matrix T defined by equation (10) can be further decomposed to obtain a fast algorithm for 1-D
DCT . Specifically, the fast 8-point DCT is given by

[Y(0) 1 1 1 1 x0)+x(7)

Y(2) _ b e —e —-b| x(1)+x(6) (16)
Y(4) I -1 -1 1 [[x(2)+x(5)

1 Y(6) e —-b b —e|x(3)+x(4)

[Y(1) a —-c¢c d —f| x(0)—x(7)

Y(3) {c f —-a d - x(1)+x(6) (17)
Y(5) d a f —cl x(2)-x(5)

LY (7) f d c a ||—-x(3)+x(4)

Figure 1 shows the data flow of 8-point DCT, where the blocks named CORDIC(2) and
CORDIC(5) are constructed by the same structure with rotation angle m/16 ; the blocks named
CORDIC(3) and CORDIC(4) are of the same structure with rotation angle 57/16. The details of blocks
CORDIC(1), CORDIC(2) and CORDIC(3) are shown in Figure 2.

3.2 Fast 1-D IDCT Algorithm
Similarly, the fast 8-point IDCT can be obtained by further decomposing Matrix T, which is

given by
[Y(0)+Y(4)]
x(0) 1 b e f a c d );gzj
x(7) _ 1 b e —f —a -¢ -d Y1) (18)
x(4) 1 -b -—e a f c -d
3) 1 =b —-e -a —-fF =-ua c Y1)
o Y(3)
L Y(5) ]
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[Y(0)-Y(4)]
x(1) 1 e -b ¢ -d —-f =-a i;éj
x(5) _ 1 —-e -b -d -c a -f Y(7) (19)
x(2) 1 —-e b d ¢c -a f Y(1)
x(6) 1 e —-b —-c d S a Y(3)
L Ys) ]

Figure 3 shows the data flow of 8-point IDCT, where the blocks named RO and R2 are
constructed by the same structure with rotation angles z/16 and 57z/16, and block R1 involves
a rotation of angle 67/16. The details of blocks RO and R1 are shown in Figure 4.

3.3 CORDIC-Based 2-D DCT and IDCT Architectures

The demanding operation of both DCT and IDCT, i.e. multiplication can be simplified
significantly by using CODIC. Specifically, multipliers required for the implementation of both
DCT and IDCT can be replaced by simple shifters and adders through the use of CORDIC
processor. In which, each CORDIC operates in the circular coordinate system with some fixed
angle that can be pre-decomposed into a sequence of micro-rotations, {o,}, and can be stored in
ROM. Based on constant-rotation CORDIC [30]-[31], multiplier involved in DCT and IDCT can
be implemented by using two shifters and two adders. Figure 5 depicts a constant-rotation
CORDIC in the circular coordinate system. It is noted that each CORDIC processor used as the
arithmetic unit (AU) in the proposed fast DCT/IDCT architectures can save hardware by one
third to achieve low-power consumption.

4 The Proposed 2-D DCT and IDCT Processors

Based on equations (11) and (15), an efficient pipelined architecture has been developed for 2D
DCT/IDCT. Figure 6 shows the proposed architecture for 8x8 DCT and IDCT processors,
where one 64-word SRAM bank, two 8-point DCT/IDCT processors and a control unit are used.
The 8-point 1-D DCT/IDCT input-processor denoted by P1 writes the intermediate result into the
row and column of SRAM bank alternately. P2 denotes the 8-point 1-D DCT/IDCT
output-processor, which first reads data from the column and raw of SRAM bank alternately and
then outputs the final result. Figure 7 shows the finite state machine (FSM) of the control unit,
which manages data flow and timing for 2-D DCT/IDCT operations.

4.1 Implementation of 1-D DCT/IDCT Processor

Constant-rotation CORDIC processors are used to implement 8-point DCT and IDCT processors,
which are shown in Figure 8 and Figure 9, respectively. Note that the transform matrices of DCT
and IDCT are column symmetry and row symmetry, respectively, the shuffle structures are
simplified and no multipliers are utilized.

4.2 Implementation of 2-D DCT/IDCT Processors

One of the crucial issues using the conventional DCT/IDCT architectures with single processor is
long latency and low throughput [6]-[8]. Moreover, the conventional DCT/IDCT architectures
with single memory bank can not be pipelined [21]-[25], [29]. In [18]-[20], Sung proposed a
pipelined architecture with dual memory banks to double the throughput of DCT/IDCT at the cost

of increasing memory space. To save memory space while increasing throughput, we propose
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pipelined 2-D DCT/IDCT architecture with single memory bank, which is shown in Figure 6; The
latency of 1-D DCT/IDCT processor is 8 clocks, hardware complexity is of order O(N-log, N),
and throughput is 8 outputs per cycle. Note that multiplier is replaced by simple adders and
shifters based on constant-rotation CORDIC so that many desirable properties, e.g. small area,
low-power and high throughput can be obtained. Specifically, the proposed 2-D DCT/IDCT
architecture can improve throughput by two times that of the conventional architectures and save
memory space by 50%. Table 1 shows comparisons between the proposed architecture and the
conventional architectures [6]-[8], [18]-[20] with dual memory banks, and [21]-[25]. Table 2
shows comparisons with other commonly used architectures [9]-[12].

The proposed pipelined architecture for 32-bit fixed-point 2-D DCT and IDCT processors
have been written in Verilog® and synthesized by TSMC 0.18 zzm 1P6M CMOS cell libraries
[32]. Core size and power consumption can be obtained from the reports of Synopsys® design
analyzer and PrimPower® [33], respectively. The core sizes of the proposed 2-D DCT and IDCT
processors are 2372x2372um” and 2396x2396um*> , respectively; their respective power
dissipations are 127.7 mW at 1.8V with clock rate of 34.4MHz and 116.7 mW at 1.8V with clock
rate of 35.7MHz. The layout views of the implemented 2-D DCT and IDCT processors are shown
in Figure 10 and Figure 11, respectively, which are much suited to the JPEG and MPEG
applications.

Due to financial problem, the platform for architecture development and verification has been
implemented; the architecture is implemented on Xilinx XC2V6000 FPGA emulation board [34]
with an 8051 microcontroller and interface circuits (USB 2.0) [35] as shown in Figure 12. This
8051 microcontroller uses USB 2.0 bus to read the original image from PC through DMA channel
and write the processed image back to PC. The Xilinx XC2V6000 FPGA chip implements DCT
and IDCT. Figure 13 shows the architecture development and verification board. The original
512x512 Lena image is shown in Figure 14; the reconstructed image is shown in Figure 15.
Through the proposed architectures for 32-bit fixed-point DCT/IDCT, the peak-signal-to-noise
ratio (PSNR) of the reconstructed image is 44.6dB. The proposed 2-D DCT/IDCT processors
have been applied to various images with great satisfactions.

5 Conclusion

By taking into account the symmetry properties of the fast DCT and IDCT algorithms, high
efficiency architectures with parallel and pipelined structures have been proposed to implement
DCT and IDCT processors. For image applications, a separable 2-D DCT/IDCT can be obtained
by using the tensor product of two 1-D DCT/IDCT operations. The proposed 2-D DCT/IDCT
processor is composed of two successive 1-D DCT/IDCT kernels with single memory bank. In
the constituent 1-D DCT/IDCT processors, the CORDIC algorithm with rotation mode in the
circular coordinate system has been utilized for the arithmetic unit (AU) involved, i.e. the
multiplication computation. The proposed DCT/IDCT architectures are not only regularly
structured but also highly scalable and flexible as well. The DCT and IDCT processors are
reusable IPs that have been implemented in various processes, and in combination with an

efficient use of the hardware resources available in the target systems leads to various
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performances, area and power consumption trade-offs. The proposed 2-D DCT and IDCT

processors are much suited to the applications of JPEG, MPEG-4 and H.264 standards.
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Fig. 2. The details of blocks (a) CORDIC(1), (b) CORDIC(2) and (c) CORDIC (3)

18



Y(0) . " %(0)
Y4) ‘ . x(6)
16) RO
R u [ +1 D
") R_d _\W i D
| I
Y(2) ! x(4)
—L +
RI
¥(6) T ! + x(5)
R2
o — \\1 -1 *3)
R u
O] m R f: { B x(2)
| I

Fig.3. Data flow of 8-point IDCT

19



RO

Sm kY

3) R u Y(3) cosﬁ -Y(5) cosE

CORIDC 3z 5z

é‘%}) Y(3)cosye+Y(5)cos e

Y4 4

Rd Y(3)cos 176 Y(5)cos 16

CORIDC l E

Y54 z Y(3)cos 16 +Y(5)c0s16
16)

2z 6

y(z)__l— | Y@ cos T+ Y(6)cosﬁ
R1

CORDIC
( e 6 2z
T
¥(6) [ 16 | Y(2)cosTe =Y (6)cos T

Fig. 4. The details of blocks (a) RO and (b) R1

ROM

{Ui}

Xitl

Fig. 5. Constant-rotation CORDIC in the circular coordinate system (Reduced

CORDIC)

P1

=g

\ 4

P2

SN

IControl Unit

Data Bus

1T

v

SRAM

Fig.6. The proposed architecture for 2-D DCT/IDCT processor (Pland P2: 1-D

DCT/IDCT processor)

20



Column read enable
Column write enable

Row write enable

] Rst

Fig.7. The finite state machine (FSM) of the control unit

Column read e
Column  write

nable
enable

Row read enable
Row write enable

Task finish

v

Row read enable
Row write enable

Task finish

(ADD/SUB)S & SHUFFLES

A\ A\ A\ A\

(ADD/SUB)S & SHUFFLES

CORDIC(

2) CORDIC(3) CORDIC(4)

CORDIC(5)

\ A \ A
ADD/SUB CORDIC(1) ADD ADD SUB ADD
Y(0) Y(4) Y(6) Y(2) Y(1) Y(7) Y(5) Y(3)
Fig.8. The proposed 1-D 8-point DCT processor
Y
\ |
(ADD/SUB)S&
RO R1 R2 SHUFFLES
5541 XX XXXNAN 44
(ADD/SUB)S&SHUFFLES
Y Y YA Y Y N AN
(ADD/SUB)S& (ADD/SUB)S&
SHUFFLES SHUFFLES

AN A

x(2) x(3) x(5) x(4)

VAN

x(1) x(7) x(6) x(0)

Fig.9. The proposed 1-D 8-point IDCT processor

21




Fig.10. The layout view of the Fig.11. The layout view of the implemented
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Table 1 Comparison between the proposed architectures and the conventional architectures

The conventional architectures

The proposed pipelined architectures

8x8 2-D DCT/IDCT The The parallel The pipelined
single-processor architectures with single architectures with dual This work
architectures [6]-[8] memory-bank [21]-[25] memory-bank
[18]-[20]
Processors 1 8 5 (Complete 5
CORDIC) (Reduced
CORDIC)
Real-multipliers 2 16 0 0
Real-Adders 3 18 18 18
RAM 64 64 134 64
ROM 6 6 6 6
Hardware o) O(N —log, N +1) O(N ~log, N) O(N —log, N)
complexity (AUs)
Compu_tation O(NZ) O(2N) O(N) O(N)
complexity
Latency 64 16 8 8
Throughput 1 4 8 8
(outputs/cycle)
Hardware utilization yes no yes yes
(100%)
Pipelinability no no yes yes
Power consumption poor poor good better

Table 2 Comparison of the proposed architecture to other commonly used architectures

8x8 2-D DCT/IDCT Lee [9] Chang [10] | Hsiao [11] | Hsiao [12] | Hsiao[13] | Sung[18]-[20] | This Work

DCT/IDCT | DCT/IDCT DCT DCT/IDCT | DCT/IDCT DCT/IDCT DCT/IDCT

Real-multipliers 28 64 - - - - -

CORDIC processors - - - - 3 5(Complete) | 5 (Reduced)

Real-adders 134 88 - 10 14 18 18

Complex-multipliers - - 3 3 - -

Complex-adders - - 9 - - - -

Delay elements 256 114 - 171 - - -

(Words)

Memory (Words) ~384 ~200 ~370 - - 134 70

Hardware complexity | O(NlogN) O(N?) O(logN) O(logN) O(logN) O(N-logN) | O(N-logN)

(AUs)

Throughput 16 8 2 2 2 8 8

(outputs/cycle)

Hardware utilization no no no no no yes yes

(100%)

Pipelinability no no no no yes yes yes

Parallelism yes yes yes yes yes yes yes
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The conventional architectures The proposed pipelined architectures
8x8 2-D DCT/IDCT The The parallel The pipelined
single-processor architectures with single architectures with dual This work
architectures [6]-[8] memory-bank [21]-[25] memory-bank
[18]-[20]
Processors 1 8 5 (Complete 5
CORDIC) (Reduced
CORDIC)
Real-multipliers 2 16 0 0
Real-Adders 3 18 18 18
RAM 64 64 134 64
ROM 6 6 6 6
Hardware o) O(N —log, N +1) O(N ~log, N) O(N —log, N)
complexity (AUs)
Compu_tation O(N2 ) O(2N) O(N) O(N)
complexity
Latency 64 16 8 8
Throughput 1 4 8 8
(outputs/cycle)
Hardware utilization yes no yes yes
(100%)
Pipelinability no no yes yes
Power consumption poor poor good better
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Two-dimensional discrete cosine transform (DCT) and inverse discrete
cosine transform (IDCT) have been widely used in many image
processing systems. In the second part of report, efficient architectures
with parallel and pipelined structures are proposed to implement 8x8
DCT and IDCT processors. In which, only one bank of SRAM (64
words) and coefficient ROM (6 words) is utilized for saving the memory
space. The kernel arithmetic unit, i.e. multiplier, which is demanding in
the implementation of DCT and IDCT processors, has been replaced by
simple adders and shifters based on the CORDIC algorithm. The
proposed architectures for 2-D DCT and IDCT processors not only
simplify hardware but also reduce the power consumption with high
performances.

Key-Words: - DCT, IDCT, parallel and pipelined architecture,
CORDIC.
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Abstract: - This paper presents a hybrid CORDIC (COordinate Rotation DIgital Computer) algorithm for
designs and implementations of the direct digital frequency synthesizer (DDFS). The proposed multiplier-less
architecture with small ROM (4 x16 -bit) and pipelined data path provides a spurious free dynamic range
(SFDR) of more than 84.4 dBc. A SoC (system on chip) has been designed by 1P6M CMOS, and then emulated
on the Xilinx FPGA. It is shown that the hybrid CORDIC-based architecture is suitable for VLSI
implementations of the DDFS in terms of hardware cost, power consumption, and SFDR.

Key-Words: - DDFS, hybrid CORDIC, SoC, FPGA, SFDR.

1 Introduction

The direct digital frequency synthesizer (DDFS)
plays a key role in many digital communication
systems. Fig. 1 depicts the conventional DDFS,
which consists mainly of phase accumulator,
sine/cosine generator, digital-to-analog converter,
and low-pass filter. The sine/cosine generator as the
core of DDFS is usually implemented by using a
ROM lookup table; with high spurious free dynamic
ranges (SFDR) comes a large ROM lookup table [1].
In order to reduce the size of the lookup table, many
techniques were proposed [1]-[4]. The quadrant
compression technique can reduce the ROM size by
75% [2]. The Sunderland architecture is to split the
ROM into two smaller ones [3], and its improved
version known as the Nicholas architecture results in
a higher ROM-compression ratio (32:1) [4]. In [5],
the polynomial hyperfolding technique with high
order polynomial approximation was used to design
DDFS. In [6] and [7], the angle rotation algorithm
was used to design quadrature direct digital
frequency synthesizer/complex mixer (QDDSM).
COordinate Rotation DIgital Computer (CORDIC) is
a well known arithmetic algorithm, which evaluates
various elementary functions including sine and
cosine functions by using simple adders and shifters
only. Thus, CORDIC is suitable for the design of
high-performance chips with VLSI technologies.
Recently, the CORDIC algorithm has received a lot
of attention to the design of high-performance DDFS
[8]-[11], especially for the modern digital

The National Science Council of Taiwan, under Grant
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communication systems.

This paper is organized as follows. In section II, the
hybrid CORDIC algorithm is proposed. In section III,
hardware implementation of DDFS is described. The
performance analysis is presented in section IV.
Finally, the conclusion is given in section V.

2 The Hybrid CORDIC Algorithm

In this section, the hybrid CORDIC algorithm is
proposed, and based on which, a low-power and
high-SFDR DDFS can be developed.

2.1 Modified Angle Recoding Method for
CORDIC Algorithm

In order to reduce the number of CORDIC iterations,
the input angle can be divided into encoded angles by
using the modified Booth encoding (MBE) method
[12]. Specifically, let i denote the input angle

represented by
p=1027"+f02 P+ 4+ fw-12" "D (1)
where f(i)e{0,1} , w is the word length of

operands, and [@—‘ =p<i<w-1.The MBE

decomposition of i is as follows.
(w-1)/2

v= 2P0 @

i=p/2
where the encoded angle:
B(0) = p(i)27 with p(i) € {~2,-1,0,1,2} . As sin B(i)
and cos (i) can be approximated by

sin A(i) = A(i) = p(i)2™ 3)
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)
cos iy =1-2-0) 2(') =1-p*(i)2" " (4)
we have
x(i+1)] |1-p ()27 p(i)27"! x(i)
{y(iﬂ)}_ —p@27 1= pP(27 {y(i)}
| (5)
2(i+1)=2z(i)- p(i)2™ (6)

Fig. 2 shows the proposed architecture for the
modified scaling-free CORDIC arithmetic, in which,
eight shifters, two CSAs, two CLAs, two latches, and
four MUXs are used; the shifters and MUXs are to
determine p(i) .

2.2 The modified scaling-free radix-8
CORDIC Algorithm

By using the modified angle recoding method
[12]-[13], the input angle ¥ can be divided as

follows.
w-1 .
W= Z¢(i) tan " 27
i=p
where ¢(i) € {0,1} , and W is the word length. The
CORDIC iteration is therefore represented as

{x(iﬂ)}{ 1 ¢(i)z“}[x(i)}
ya+1 | | —g@@2™ 1 y(i)

2(i+1)=z(i)—¢(i)tan™' 27 )
Leti=3n-c;ce {0,1,2}. By using the Taylor series
expansion, the absolute difference between
tan™' (27C"%) and 2°tan~'(27") is given by

(7

®)

¢ =|tan' 276" _2¢ tan~1 273"

— ‘l 2—3(3n—c) +A
3

(10)
where A is the remaining terms of the difference
between tan ' (27" %) and 2° tan™'(27") . Thus, we
have

2—3(3n—c) 2—3i

g ==

3 3 1)

For W -bit operands, ¢ can be ignored in the

following sense

c<2™ (12)
Based on equations (11) and (12), we have
2—3i
<2™ 13
3 (13)
3i+log,3>w (14)
iZW—log23:{W—log23—‘;ﬂ (15)
3 3 3
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. w .
As a result, when | > ? , three consecutive terms of

equation (7) can be integrated into a single term as
follows:

g(3n-2)tan~' 27" D)+ g(3n-D)tan ' (27C")
+¢(3n)tan 1 (27CM)

=(p(3n-2)-2° +¢(3n-1)-2' +¢(3n)-2°)tan ' 27")
=gp(n)tan'(27") (16)
where ¢(-) € {0,1} , and therefore ¢(n) € {0,1,2,---,7} . It

follows that the resulting radix-8 CORDIC algorithm
is represented as

xi+D] [ —p()-27 x| o
{y(iﬂ)}_KS(')Lo(i)-z3i 1 }{y(i)} 4

2(i+1) = 2(i)— (i) tan ' 273 (18)
Kg()=(1+¢ (2" (19)
The scaling factor K is given by
i=[w/37]-1
(20)

Kg = H Kg (D)
i=p

It can be shown that the scaling factor turns out to be
equal to 1 when the input angle is less than 27%/%,

and moreover, if the input angle is less than 273,
equation (18) can be rewritten as [19]
2(i +1) = 2(i) — ()27 (21)

Fig. 3 depicts the proposed architecture for the
modified scaling-free radix-8 CORDIC arithmetic. In
which, six shifters, two CSAs, two CLAs, and two
latches are used; the shifters and switches are to
determine the radices for computations. Note that the
number of processors is reduced, and system
throughput is increased at the cost of hardware
complexity.

2.3 The proposed hybrid CORDIC Algorithm
The input angle € can be decomposed into a
higher-angle Q,, and a lower-angle Q2| represented

as
fus2l4 )
Q=0 +Q = Y pi2 "+
i=0

[u/2]e (w-uy/311

2.

idu/2]
where w is the word length with the first u bits being
the most significant bits; Q,, and Q, are computed

by wusing the modified scaling-free CORDIC
algorithm and the modified scaling-free radix-8
CORDIC algorithm, respectively. For computation
efficiency, the determination of u is as follows: 1) u
must be an odd number to satisfy the MBE method,

(o(i)zufm(i{w/ﬂ) (22)

and 2) u> % under the scaling-free constraint. Thus,

we have
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2n+1,ifw=4n+0

2n+1if w=4n+1
u= ! (23)

2n+1ifw=4n+2

2n+3,if w=4n+3
Based on the above equation, the minimum iteration
number of the proposed hybrid CORDIC algorithm
can be obtained as shown in Fig. 4. The computations
of X(i) and Yy(i) are therefore as follows.

For Bsi<{£—‘,
2 2

X(i +1) = x() - p* ()2 x() - p277 y(i)  (24)
y(i+1) = y(i) = p2 ()2 4 xG) + p)2 P yi)  (25)
For {E—lg i <{ﬂ}{w—u—‘,

2 4 3
X(i + 1) = (i) — ()20 30w AT g (26)
Y(i+1) = y(0) + (2" 4 27)

3 Hardware Implementation of the

Proposed DDFS

In this section, the DDFS implemented by using the
hybrid CORDIC algorithm is presented. Fig. 5 shows
the 16-bit DDFS architecture consisting mainly of
phase accumulator, phase calculator, and sine/cosine
generator, which is different from the conventional
architecture. It is noted that the accumulated error in
the sine/cosine generator is to be corrected by using
the 4x16 -bit correction table. Take into account
DAC technology, hardware cost and practical
applications, the word length of the propose DDFS is
set to 16-bit.

The hybrid CORDIC-based sine/cosine generator

with recursively accumulated angle 8, is given by
X(A+1) | |cosd, —sind, || x(i)
y(@i+1) | sin G cosG, | y@)

2z . .
where &, =A,c —, and A, is an integer number.
2

(28)

(29)
For convergence, the input angle of the scale-free
CORDIC algorithm is restricted as follows:

I
gl
Gy < 24:2 = (30)
From the above two equations, we have
16
A :22—”-&” <1304 G1)

The architecture for the sine/cosine generator is
shown in Fig. 5. In which three modified scaling-free
CORDIC arithmetic units (MCORDIC-Type A) and
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two modified scaling-free radix-8 CORDIC
arithmetic units (MCORDIC-Type B) are used.
According to equation (23).

The chip is synthesized by the TSMC 0.18 yum 1P6M

CMOS cell libraries [14]. The layout view of the
proposed DDFS is shown in Figure 6. The core size
obtained by the Synopsys® design analyzer
is612x612um?*. The power consumption obtained by

the PrimePower” is 6.05 mW with a clock rate of
100MHz at 1.8V. The tuning latency is 8 clock cycles.
All the control signals are internally generated
on-chip. The chip provides both high throughput and
low gate count.

4 Performance Analysis of the
Proposed DDFS

The number of correcting points versus the SFDRs
with different (F,/F,)’s in the proposed DDFS is

shown in Fig. 7. Due to trade-off between hardware
cost and system performance, the correcting circuit
with 16 points is implemented in the proposed DDFS.
Thus, the SFDR of the proposed DDFS is more than
84.4 dBc. Table 1 shows various comparisons of the
proposed DDFS with other methods in [6] and [10].
As one can see, the proposed DDEFS is superior in
terms of SFDR, hardware cost, and power
consumption.

5 Conclusion

The hybrid CORDIC-based multiplier-less DDFS
architecture with small ROM and pipelined data path
has been implemented. A SoC designed by 1P6M
CMOS has been emulated on Xilinx XC2V6000
FPGA. For 16-bit DDFS, the SFDR of sine and
cosine using the proposed architecture are more than
84.4 dBc. Simulation results show that the hybrid
CORDIC-based approach is superior to the
traditional  approach to the design and
implementation of DDFS, in terms of SFDR, power
consumption, and hardware cost. The 16-bit DDFS is
a reusable IP, which can be implemented in various
processes with efficient uses of hardware resources
for trade-offs of performance, area, and power
consumption.
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Table I Comparison with nrevious works

CORDIC Based Madisetti  |[Swartzlander \Tvl(l)lrsi(
DDFS [8] 1999 [10] 2006 2009
Process (xm) 1.0 0.13 0.18
Core Area (mm?)  [0.306 0.35 0.375
Maximum
Sampling Rate 80.4 1018 100
(MHz)
Power Consumption

40.602 350 6.056
(mw)

Power
Consumption 0.505 0.343 0.06
(mw/MHz)
SFDR (dB,) 81 90 84.4
Output Resolution
(bits) 16 16 16
Tuning Latency 16 _ ]
(clock cycles)
Phase increment
{

Phase . Digital to analog - /\J
’—v accumlator —b@—‘—bswoosgumm—b ocnverter —» Low pass filiter —

Fig. 1 The conventional DDFS architecture
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Abstract: - This paper presents a CORDIC (Coordinate Rotation Digital Computer)-based split-radix fast
Fourier transform (FFT) core for OFDM systems, for example, Ultra Wide Band (UWB), Asymmetric Digital
Subscriber Line (ADSL), Digital Audio Broadcasting (DAB), Digital Video Broadcasting — Terrestrial
(DVB-T), Very High Bitrate DSL (VHDSL), and Worldwide Interoperability for Microwave Access (WiMAX).
High-speed 128/256/512/1024/ 2048/4096/8192-point FFT processors have been implemented by 0.18 (1p6m)
at 1.8V, in which all the control signals are generated internally. These FFT processors outperform the
conventional ones in terms of both power consumption and core area.

Key-Words: - 1P, FFT, split-radix, CORDIC, OFDM.

1 Introduction

High-performance fast Fourier transform (FFT)
processor is needed especially for real-time digital
signal processing applications. Specifically, the
computation of discrete Fourier transform (DFT)
ranging from 128 to 8192 points is required for the
orthogonal frequency division multiplexer (OFDM)
of the following standards: Ultra Wide Band (UWB),
Asymmetric Digital Subscriber Line (ADSL), Digital

Audio Broadcasting (DAB), Digital Video
Broadcasting — Terrestrial (DVB-T), Very High
Bitrate DSL  (VHDSL) and Worldwide

Interoperability for Microwave Access (WiMAX)
[1]-[8]. Thompson [9] proposed an efficient VLSI
architecture for FFT in 1983. Wold and Despain [10]
proposed pipelined and parallel-pipelined FFT for
VLSI implementations in 1984. Widhe [11]
developed efficient processing elements of FFT in
1997. To reduce the computation complexity, the
split-radix 2/4, 2/8, and 2/16 FFT algorithms were
proposed in [12]-[15].

As the Booth multiplier is not suitable for hardware
implementations of large FFT, we propose the
CORDIC-based multiplier. Moreover, we develop a
ROM-free twiddle factor generator using simple
shifters and adders only [1], which obviates the need
to store all the twiddle factors in a large ROM space.
As a result, the proposed CORDIC-based split-radix
FFT core with the ROM-free twiddle factor generator
is suitable for the wireless local area network

The National Science Council of Taiwan, under
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(WLAN)  applications.
high-performance
128/256/512/1024/2048/4096/8192-point FFT
processor is presented for the European and Japanese
standards. The remainder of this paper proceeds as
follows. In Section II, the split-radix 2/8 FFT
algorithm and the CORDIC algorithm are reviewed
briefly. In Section III, the reusable IP 128-point
CORDIC-based split-radix FFT core is proposed. In
Section IV, the hardware implementations of FFT
processors are described. The performance analysis
is presented in Section V. Finally, the conclusion is
given in Section VI.

In this paper, a

2 Review of Split-Radix FFT and

CORDIC Algorithm

2.1 Split-Radix FFT

The idea behind the split-radix FFT algorithm is to
compute the even and odd terms of FFT separately.
The even term of the split-radix 2/8 FFT algorithm is

given by
N/2-1 N
X2y = D, )+ x(n+ W (1)
n=0

27
where W,,,=e V2 and k=012,..,(N/2)-1.
The odd term is as follows:
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N/&1

Xt = D (6t~ 44
n=0

IO B

Wﬁ_g)mﬂ +x<n+7—év>m4 W

where k£ =0,1,2,..,(N/8) -1 and [=135,7. The
split-radix 2/8 FFT algorithm, which combined with
radix-2 and radix-4 proves effective to develop a
reusable IP 128-point FFT core.

2.2 CORDIC Algorithm
The CORDIC algorithm in the circular coordinate
system is as follows [16].

x(i+1) = x()) = 0,27 y(i) 3)
y(i+1) = y(i) + 0,27 x(i) “4)
2(i+1) = z(i) - o,0(i) (5)
a(i)=tan™' 27 (6)

where o, = sign(z(i)) with z(i) - 0 in the rotation
o; = —sign(x(i)) - sign(y(i))  with
y(i) = 0 in the vectoring mode. The scale factor:

k(i) is equal to /1+ O'i2 27%" . After n micro-rotations,
the product of the scale factors is given by

K = ﬁk(i) = ﬁ\h +274 (7)
i=0 i=0

Notice that CORDIC in the circular coordinate
system with rotation mode can be written by

X, cosz, sinz, || x,
=K . ;
Y —sinz, cosz, || ¥,

X X
where { 0} and { "} are the input vector and the
Y 0 y n

output vector, respectively, z,is the rotation angle,

mode, and

(8)

and K. is the scale factor. In [1], the circular rotation
computation of CORDIC was used for complex
jo

multiplication withe 7~ , which is given by

{Re[X']} _ [ cosf  sin «9}{Re[X]} ©)
Im[ X ] —sin@ cos@ || Im[X]

3 Reusable IP  128-Point

CORDIC-Based Split-Radix FFT Core

Figure 1 shows the proposed 128-point

CORDIC-based split-radix FFT processor, which can
be used as a reusable IP core for various FFT with
multiples of 128 points. Notice that the modified
split-radix 2/8 FFT butterfly processor and the
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ROM-free twiddle factor generator are used. In
addition, an internal (128 32-bit) SRAM is used to
store the input and output data for hardware
efficiency, through the use of the in-place
computation algorithm [1]

3.1 CORDIC-Based Split-Radix 2/8 FFT
Processor

For the butterfly computation of the proposed
CORDIC-based split-radix 2/8 FFT processor,
sixteen = complex  additions, two  constant
multiplications (CM), and four CORDIC operations
are needed, as shown in Figure 2. The CORDIC
algorithm has been widely used in various DSP
applications because of the hardware simplicity.
According to equation (9), the twiddle factor
multiplication of FFT can be considered a 2-D vector
rotation in the circular coordinate system. Thus,
CORDIC in the circular coordinate system with
rotation mode is adopted to compute complex
multiplications of FFT.

The pipelined CORDIC arithmetic unit can be
obtained by decomposing the CORDIC algorithm
into a sequence of operational stages. In [17], we
derived the error analysis of fixed-point CORDIC
arithmetic, based on which, the number of the
CORDIC stages can be determined effectively. For
example, the number of the CORDIC stages is 12 if
the overall relative error of 16-bit CORDIC
arithmetic is required to be less than 10 . The
pipelined CORDIC arithmetic unit with 12 stages and
an additional pre-scalar stage. In which, the
pre-calculated scaling factor K, ~1.64676 and the

Booth binary recoded format leads to 1.101001. The
main concern for the design of the CORDIC
arithmetic unit is throughput rather than latency. The
proposed CORDIC arithmetic unit in terms of gate
counts is less than 4 real multipliers significantly. In
addition, the power consumption can be reduced
significantly by using the proposed CORDIC
arithmetic unit; it has been reduced by 30%
according to the report of PrimePower® distributed
by Synopsys.

As the twiddle factors: W, and W, are equal to

V2
2
complex number, say (a +bj), times W, or W, can
be written by

iB 5

(a+bj)x(72<1—j))=72((a+b>+j<—a+b)>

i i
2

2

(1-j) and —g(1+j) , respectively, a

(10)

(a+bj)x( A+ = ((@=b)+ jla+b)) (11)
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where 72 can be represented as 1.0101010 using

the Booth binary recoded form (BBRF). Thus, the
CM unit can be implemented by using simple adders
and shifters only. Figure 3 shows the pipelined CM
architecture, which uses three subtractions/additions
and therefore improves on the computation speed
significantly.

Based on the above-mentioned CORDIC arithmetic
unit and CM unit, the computational circuit and
hardware architecture of the CORDIC-based
split-radix 2/8 FFT butterfly computation are realized.
As one can see, the pipelined CORDIC arithmetic
unit aims at increasing the throughput of complex
multiplications..

3.2 ROM-Free Twiddle Factor Generator

In the conventional FFT processor, a large ROM
space is needed to store all the twiddle factors. To
reduce the chip area, a twiddle factor generator is
thus proposed. Figure 4 shows the ROM-free twiddle
factor generator using simple adders and shifters for
128-point FFT. In which, the 16-bit accumulator is to
generate the value 2nz for each index n;

n=2"¢" _1 the 16-bit shifter is to divide 2nz by
N, and the 16-bit shifter/adder is to produce the
twiddle factors: 8y, 65", 65" and 6" . By using
the twiddle factor generator, the chip area and power
consumption can be reduced significantly at the cost
of an additional logic circuit. Table 1 shows the gate
counts of the full-ROM storing all the twiddle factors,
the CORDIC twiddle factor generator [1] and the
ROM-free twiddle factor generator.

4 Implementation of FFT Processors
The 128/256/512/1024/2048/4096/8192- point FFT
processors. In which, the radix-2 and split-radix 2/4
butterfly processors [1] using the pipelined CORDIC
arithmetic units and twiddle factor generators are
implemented; and moreover, two memory banks
(4096/2048/1024/512/256/0  x 32-bit and
8192/4096/2048/1024/512/256/128 x 32-bit) are
allocated for increased efficiency by using the
in-place computation algorithm [1]. Hardware
architecture is shown in Figure 5.

The hardware code written in Verilog® is running on
a workstation with the ModelSim® simulation tool
and Synopsys” synthesis tool (design compiler). The
chips are synthesized by the TSMC 0.18 wm Ip6m
CMOS cell libraries [18]. The physical circuit is
synthesized by the Astro” tool. The circuits are
evaluated by DRC, LVS and PVS [19].

The layout view of the8192-point FFT processor is
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shown in Figure 6. The core areas, power
consumptions, clock rates of 128-point, 256-point,
512-point, 1024-point, 2048-point, 4096-point and
8192-point FFT processors are shown in Table 2. All
the control signals are internally generated on-chip.
The chip provides both high throughput and low gate
count.

5 Performance Analysis of The

Proposed FFT Architecture

FFT processors used to compute 128/256/512/1024/
2048/4096/8192-point FFT are composed mainly of
the 128-point CORDIC-based split-radix 2/8 FFT
core; the computation complexity using a single
128-point FFT core is O(N/6) for N-point FFT. The

log-log plot of the CORDIC computations versus the
number of FFT points is shown in Figure 7. As one
can see, the proposed FFT architecture is able to
improve the power consumption and computation
speed significantly.

6 Conclusion

This paper presents low-power and high-speed FFT
processors based on CORDIC and split-radix
techniques for OFDM systems. The architectures are
mainly based on a reusable IP 128-point
CORDIC-based split-radix FFT core. The pipelined
CORDIC arithmetic unit is used to compute the
complex multiplications involved in FFT, and
moreover the required twiddle factors are obtained by
using the proposed ROM-free twiddle factor
generator rather than storing them in a large ROM
space.

The CORDIC-based
128/256/512/1024/2048/4096/8192-  point  FFT
processors have been implemented by 0.18 um

CMOS, which take 395 us, 176.8 us , 77.9 us ,
336 us, 14 us, 5.5 us and 1.88 us to compute

8192-point, 4096-point, 2048-poin, 1024-point,
512-point, 256-point and  128-point  FFT,
respectively.

The CORDIC-based FFT processors are designed by
using the portable and reusable Verilog®. The
128-point FFT core is a reusable intellectual property
(IP), which can be implemented in various processes
and combined with an efficient use of hardware
resources for the trade-offs of performance, area, and
power consumption.
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Table 1 Hardware requirements of the full-ROM, the CORDIC Table 2 Core areas, power consumptions, clock rates of
twiddle factor generator [1], and the ROM-free twiddle factor 128-. 256-, 512-, 1024-. 2048-, 4096- and 8192-point FFT
generator

Full-Twiddle Factor ROM 1bit~1gate FFT Size | Core Area Power Clock
8192-Point ROM Consumption Rate
4K x16bit 128-point | 2 28mm>
CORDIC Twiddle Factor Generator (T. Y. Sung, 2006) [1] 80mW 200MHz

-NO1 2
16-bit CORDIC 11-bit Adder  11-bit Shifir _ 16-bit Shifter _16-bit Adder 256-point | 2 37mm

~ 18K bit ~150 gates ~ 50 gates ~ 90 gates ~ 200 gates 84mW 200MHz
512-poiint | 2 49;m?

ROM-free Twiddle Factor Generator (Sung, Hsin and Cheng, 2008)

88mW 200MHz

16-bit Accumulator 16-bit Register 16-bit Shifter 16-bit Shifter/Adder

-noi 2
~200gates ~32gates  ~90gates ~90x2+200x2 gates 1024-point | 2 62mm

94mW 200MHz

2048-point | 2 81ym?
99mW 200MHz

4096-point | 3 105m?
106mW 200MHz

8192-point | 3 62/mm?

117mW 200MHz
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Abstract: - This paper presents a hybrid CORDIC (COordinate Rotation DIgital Computer) algorithm for
designs and implementations of the direct digital frequency synthesizer (DDFS). The proposed multiplier-less
architecture with small ROM (4 x16 -bit) and pipelined data path provides a spurious free dynamic range
(SFDR) of more than 84.4 dBc. A SoC (system on chip) has been designed by 1P6M CMOS, and then emulated
on the Xilinx FPGA. It is shown that the hybrid CORDIC-based architecture is suitable for VLSI
implementations of the DDFS in terms of hardware cost, power consumption, and SFDR.

Key-Words: - DDFS, hybrid CORDIC, SoC, FPGA, SFDR.

1 Introduction

The direct digital frequency synthesizer (DDFS)
plays a key role in many digital communication
systems. Fig. 1 depicts the conventional DDFS,
which consists mainly of phase accumulator,
sine/cosine generator, digital-to-analog converter,
and low-pass filter. The sine/cosine generator as the
core of DDFS is usually implemented by using a
ROM lookup table; with high spurious free dynamic
ranges (SFDR) comes a large ROM lookup table [1].
In order to reduce the size of the lookup table, many
techniques were proposed [1]-[4]. The quadrant
compression technique can reduce the ROM size by
75% [2]. The Sunderland architecture is to split the
ROM into two smaller ones [3], and its improved
version known as the Nicholas architecture results in
a higher ROM-compression ratio (32:1) [4]. In [5],
the polynomial hyperfolding technique with high
order polynomial approximation was used to design
DDFS. In [6] and [7], the angle rotation algorithm
was used to design quadrature direct digital
frequency synthesizer/complex mixer (QDDSM).
COordinate Rotation DIgital Computer (CORDIC) is
a well known arithmetic algorithm, which evaluates
various elementary functions including sine and
cosine functions by using simple adders and shifters
only. Thus, CORDIC is suitable for the design of
high-performance chips with VLSI technologies.
Recently, the CORDIC algorithm has received a lot
of attention to the design of high-performance DDFS
[8]-[11], especially for the modern digital

The National Science Council of Taiwan, under Grant
NSC97-2221-E-216-044, and the Chung Hua University, Hsinchu, Taiwan,

under Contract CHU-NSC97-2221-E-216-044 supported this work.
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communication systems.

This paper is organized as follows. In section II, the
hybrid CORDIC algorithm is proposed. In section III,
hardware implementation of DDFS is described. The
performance analysis is presented in section IV.
Finally, the conclusion is given in section V.

2 The Hybrid CORDIC Algorithm

In this section, the hybrid CORDIC algorithm is
proposed, and based on which, a low-power and
high-SFDR DDFS can be developed.

2.1 Modified Angle Recoding Method for
CORDIC Algorithm

In order to reduce the number of CORDIC iterations,
the input angle can be divided into encoded angles by
using the modified Booth encoding (MBE) method
[12]. Specifically, let i denote the input angle

represented by
p=1027"+f02 P+ 4+ fw-12" "D (1)
where f(i)e{0,1} , w is the word length of

operands, and [@—‘ =p<i<w-1.The MBE

decomposition of i is as follows.
(w-1)/2

v= 2P0 @

i=p/2
where the encoded angle:
B(0) = p(i)27 with p(i) € {~2,-1,0,1,2} . As sin B(i)
and cos (i) can be approximated by

sin A(i) = A(i) = p(i)2™ 3)
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)
cos iy =1-2-0) 2(') =1-p*(i)2" " (4)
we have
x(i+1)] |1-p ()27 p(i)27"! x(i)
{y(iﬂ)}_ —p@27 1= pP(27 {y(i)}
| (5)
2(i+1)=2z(i)- p(i)2™ (6)

Fig. 2 shows the proposed architecture for the
modified scaling-free CORDIC arithmetic, in which,
eight shifters, two CSAs, two CLAs, two latches, and
four MUXs are used; the shifters and MUXs are to
determine p(i) .

2.2 The modified scaling-free radix-8
CORDIC Algorithm

By using the modified angle recoding method
[12]-[13], the input angle ¥ can be divided as

follows.
w-1 .
W= Z¢(i) tan " 27
i=p
where ¢(i) € {0,1} , and W is the word length. The
CORDIC iteration is therefore represented as

{x(iﬂ)}{ 1 ¢(i)z“}[x(i)}
ya+1 | | —g@@2™ 1 y(i)

2(i+1)=z(i)—¢(i)tan™' 27 )
Leti=3n-c;ce {0,1,2}. By using the Taylor series
expansion, the absolute difference between
tan™' (27C"%) and 2°tan~'(27") is given by

(7

®)

¢ =|tan' 276" _2¢ tan~1 273"

— ‘l 2—3(3n—c) +A
3

(10)
where A is the remaining terms of the difference
between tan ' (27" %) and 2° tan™'(27") . Thus, we
have

2—3(3n—c) 2—3i

g ==

3 3 1)

For W -bit operands, ¢ can be ignored in the

following sense

c<2™ (12)
Based on equations (11) and (12), we have
2—3i
<2™ 13
3 (13)
3i+log,3>w (14)
iZW—log23:{W—log23—‘;ﬂ (15)
3 3 3
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. w .
As a result, when | > ? , three consecutive terms of

equation (7) can be integrated into a single term as
follows:

g(3n-2)tan~' 27" D)+ g(3n-D)tan ' (27C")
+¢(3n)tan 1 (27CM)

=(p(3n-2)-2° +¢(3n-1)-2' +¢(3n)-2°)tan ' 27")
=gp(n)tan'(27") (16)
where ¢(-) € {0,1} , and therefore ¢(n) € {0,1,2,---,7} . It

follows that the resulting radix-8 CORDIC algorithm
is represented as

xi+D] [ —p()-27 x| o
{y(iﬂ)}_KS(')Lo(i)-z3i 1 }{y(i)} 4

2(i+1) = 2(i)— (i) tan ' 273 (18)
Kg()=(1+¢ (2" (19)
The scaling factor K is given by
i=[w/37]-1
(20)

Kg = H Kg (D)
i=p

It can be shown that the scaling factor turns out to be
equal to 1 when the input angle is less than 27%/%,

and moreover, if the input angle is less than 273,
equation (18) can be rewritten as [19]
2(i +1) = 2(i) — ()27 (21)

Fig. 3 depicts the proposed architecture for the
modified scaling-free radix-8 CORDIC arithmetic. In
which, six shifters, two CSAs, two CLAs, and two
latches are used; the shifters and switches are to
determine the radices for computations. Note that the
number of processors is reduced, and system
throughput is increased at the cost of hardware
complexity.

2.3 The proposed hybrid CORDIC Algorithm
The input angle € can be decomposed into a
higher-angle Q,, and a lower-angle Q2| represented

as
fus2l4 )
Q=0 +Q = Y pi2 "+
i=0

[u/2]e (w-uy/311

2.

idu/2]
where w is the word length with the first u bits being
the most significant bits; Q,, and Q, are computed

by wusing the modified scaling-free CORDIC
algorithm and the modified scaling-free radix-8
CORDIC algorithm, respectively. For computation
efficiency, the determination of u is as follows: 1) u
must be an odd number to satisfy the MBE method,

(o(i)zufm(i{w/ﬂ) (22)

and 2) u> % under the scaling-free constraint. Thus,

we have
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2n+1,ifw=4n+0

2n+1if w=4n+1
u= ! (23)

2n+1ifw=4n+2

2n+3,if w=4n+3
Based on the above equation, the minimum iteration
number of the proposed hybrid CORDIC algorithm
can be obtained as shown in Fig. 4. The computations
of X(i) and Yy(i) are therefore as follows.

For Bsi<{£—‘,
2 2

X(i +1) = x() - p* ()2 x() - p277 y(i)  (24)
y(i+1) = y(i) = p2 ()2 4 xG) + p)2 P yi)  (25)
For {E—lg i <{ﬂ}{w—u—‘,

2 4 3
X(i + 1) = (i) — ()20 30w AT g (26)
Y(i+1) = y(0) + (2" 4 27)

3 Hardware Implementation of the

Proposed DDFS

In this section, the DDFS implemented by using the
hybrid CORDIC algorithm is presented. Fig. 5 shows
the 16-bit DDFS architecture consisting mainly of
phase accumulator, phase calculator, and sine/cosine
generator, which is different from the conventional
architecture. It is noted that the accumulated error in
the sine/cosine generator is to be corrected by using
the 4x16 -bit correction table. Take into account
DAC technology, hardware cost and practical
applications, the word length of the propose DDFS is
set to 16-bit.

The hybrid CORDIC-based sine/cosine generator

with recursively accumulated angle 8, is given by
X(A+1) | |cosd, —sind, || x(i)
y(@i+1) | sin G cosG, | y@)

2z . .
where &, =A,c —, and A, is an integer number.
2

(28)

(29)
For convergence, the input angle of the scale-free
CORDIC algorithm is restricted as follows:

I
gl
Gy < 24:2 = (30)
From the above two equations, we have
16
A :22—”-&” <1304 G1)

The architecture for the sine/cosine generator is
shown in Fig. 5. In which three modified scaling-free
CORDIC arithmetic units (MCORDIC-Type A) and
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two modified scaling-free radix-8 CORDIC
arithmetic units (MCORDIC-Type B) are used.
According to equation (23).

The chip is synthesized by the TSMC 0.18 yum 1P6M

CMOS cell libraries [14]. The layout view of the
proposed DDFS is shown in Figure 6. The core size
obtained by the Synopsys® design analyzer
is612x612um?*. The power consumption obtained by

the PrimePower” is 6.05 mW with a clock rate of
100MHz at 1.8V. The tuning latency is 8 clock cycles.
All the control signals are internally generated
on-chip. The chip provides both high throughput and
low gate count.

4 Performance Analysis of the
Proposed DDFS

The number of correcting points versus the SFDRs
with different (F,/F,)’s in the proposed DDFS is

shown in Fig. 7. Due to trade-off between hardware
cost and system performance, the correcting circuit
with 16 points is implemented in the proposed DDFS.
Thus, the SFDR of the proposed DDFS is more than
84.4 dBc. Table 1 shows various comparisons of the
proposed DDFS with other methods in [6] and [10].
As one can see, the proposed DDEFS is superior in
terms of SFDR, hardware cost, and power
consumption.

5 Conclusion

The hybrid CORDIC-based multiplier-less DDFS
architecture with small ROM and pipelined data path
has been implemented. A SoC designed by 1P6M
CMOS has been emulated on Xilinx XC2V6000
FPGA. For 16-bit DDFS, the SFDR of sine and
cosine using the proposed architecture are more than
84.4 dBc. Simulation results show that the hybrid
CORDIC-based approach is superior to the
traditional  approach to the design and
implementation of DDFS, in terms of SFDR, power
consumption, and hardware cost. The 16-bit DDFS is
a reusable IP, which can be implemented in various
processes with efficient uses of hardware resources
for trade-offs of performance, area, and power
consumption.
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Table I Comparison with nrevious works

CORDIC Based Madisetti  |[Swartzlander \Tvl(l)lrsi(
DDFS [8] 1999 [10] 2006 2009
Process (xm) 1.0 0.13 0.18
Core Area (mm?)  [0.306 0.35 0.375
Maximum
Sampling Rate 80.4 1018 100
(MHz)
Power Consumption

40.602 350 6.056
(mw)

Power
Consumption 0.505 0.343 0.06
(mw/MHz)
SFDR (dB,) 81 90 84.4
Output Resolution
(bits) 16 16 16
Tuning Latency 16 _ ]
(clock cycles)
Phase increment
{

Phase . Digital to analog - /\J
’—v accumlator —b@—‘—bswoosgumm—b ocnverter —» Low pass filiter —

Fig. 1 The conventional DDFS architecture

ISBN: 978-960-474-076-5




Proceedings of the 8th WSEAS International Conference on Instrumentation, Measurement, Circuits and Systems

X Yin
in Yin 7 7 1

i i-2 B i
— — —

( L L/

]

:

1 1 I I s | | csa |
’ CcsA ‘ ’ csA ‘
CLA CLA
cLA cLA
Koot You
X You

Fig. 3 The architecture of modified
scaling-free radix-8 CORDIC arithmetic for
computing 9. (MCORDIC-Type B)

Fig. 2 The proposed architecture of
modified scaling-free CORDIC
arithmetic for computing O

(MCORDIC-Type A)

Phase
Accumulator —— 4 — 4 — 4
- ' v
] 16
Correc- 7‘»
A - tion 16 16
% s Table | ol | £y sin
L output
R R R Pipeline 16%2 M
16 e e e CORDIC £ ’ U
g g g - Array 16 6 X
- 16 16 16 3%7 3%7 lf 16
16 |R| 16 Y output
- Phase Operation L 2 7‘»
Aﬁc 6 g Calculator ‘Radix 16 | &
Generator t [ 2 — Fig. 4 The 16-bit DDFS
Accum?lclcator T T _ 16 aI'ChlteCtul‘e
Sine/Cosine Generator
kN
f 16 Error Correcting Phase
Operation Radix Generator
4
3*7 Correcting
Table
l Register ]
Fig. 5 The architecture of
Y 16%2 116*2 . . .
3 3 3 3 316 sine/cosine generator (The 9, is an
Y Y A Y A A 4 Y Cos
MCORDIC (| MCORDIC [~/ MCORDIC (| MCORDIC (| MCORDIC (] - = Output accumulated angle)
Type A Type A Type A Type B Type B Register MUX
Iteration I I Iteration Il [ Iteration IIl = Iteration [V —#=| Iteration V - —»  Sin
Output
16/}/
R
100
ok, 4
ol v *\\ i
A \\\\
. [ 200 \\\ b
Se—

L L L L L L L I L
25 3 35 0 5 B 55 g 55
Corection Paints lag2(N)

‘ ‘ - Fig. 7 Plot of the number of correcting points
Fig. 6 The layout view of the proposed DDFS versus SFDRs with different (F, /F,) s

ISSN: 1790-5117 45 ISBN: 978-960-474-076-5



Proceedings of the 9th WSEAS International Conference on Multimedia Systems & Signal Processing

A Simple Rate Distortion Estimation for Embedded Block Coding

HSI-CHIN HSIN
Department of Computer Science and
Information Engineering
National United University
1, Lien-Da, Miao-Li, 36003, Taiwan
hsin@nuu.edu.tw

TZE-YUN SUNG
Department of Microelectronics
Engineering
Chung Hua University
707 Wu-Fu, Hsinchu 30012, Taiwan
bobsung@chu.edu.tw

Abstract: - The embedded block coding with optimized truncation (EBCOT) algorithm has been adopted by the
JPEG2000 standard. In which, the post compression rate distortion (PCRD)optimization needs a large memory
spaceto store dl the code streams of code blocks; however, code blocks of lessimportance might not be used for
the optimal decoded image at a bit rate. To avoid waste of computational power and memory space, a smple
context based rate distortion estimation (CBRDE) is proposed to arrange the scanning order of code blocksin an
adaptive manner. CBRDE is based on the MQ table, which is available at both encoder and decode. Thus, there
isno need to store and transmit the rate distortion information of code blocks. Experimental results show that the
rate distortion curves are almost convex; this demonstrates the benefit of the proposed CBRDE.

Key-Words: - image coding; wavelet transform; JPEG2000; EBCOT; CBRDE

1 Introduction

Wavelet transform offers many desirable properties,
e.g. progressive transmission and embedded coding,
which are suitable for image coding [1]-[3]. In
general, embedded code streams of an image are
organized in decreasing order of information
importance. The embedded block coding with
optimized truncation (EBCOT) algorithm has been
adopted by JPEG2000 [4], which is preferable to the
JPEG standard at the cost of increasing complexity
[5]. For real-time applications, dedicated hardwareis
required to implement JPEG2000.

In EBCOT, the tier-1 algorithm applies
embedded block coding with an arithmetic coder to
each code block of the transform coefficients; the
tier-2 algorithm performs rate distortion control by
the post compression rate distortion (PCRD)
algorithm. One of the crucial implementation issues
of EBCOT isthe design of PCRD, which requires a
large amount of memory space to store all the code
streams of code blocks with their respective rate
distortion information. As all the code blocks of an
image must be processed before PCRD, however,
some code blocks may not be needed to reconstruct
the optimal decoded image at a bit rate; this surely
leads to waste of computational power. In[6], Fang et
a. proposed a precompression rate distortion
optimization algorithm to reduce the memory space
by ignoring the unused code streams.

In this paper, we propose a context based rate
digtortion egtimation (CBRDE) to arrange the
scanning order of code blocks so that the available
coding hits can be allocated for the most significant
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code block. The proposed CBRDE is based on the
MQ table of EBCOT, which is available at both
encoder and decoder. As aresult, the scanning order
of code blocks can be also obtained at decoder, and
therefore transmission of the contributions of each
code block can be omitted. The remainder of this
paper proceeds as follows. In Section 2, wavelet
transform and EBCOT are reviewed briefly. Section
3 presents the proposed CBRDE algorithm to arrange
the code blocks of an image in an adaptive manner.
Experimental results are given in Section 4, and
conclusion can be found in Section 5.

2 Waveet Transform and EBCOT
Wavelet transform provides many desirable
properties such as multiresolution anaysis, subband
decomposition with orientation selectivity, joint
space-spatial frequency localization, self similarity
across subbands of the same orientation, and energy
clustering within each subband. In this section,
wavelet transform and the EBCOT algorithm are
reviewed briefly.

2.1 Wavelet transform
The wavelet transform of a signal, S,(n) , a

resolution ¢ isasfollows.
S,.(N) =>"S,(k) h(2n-k)
k

D
D(+1(n) = z S( (k) g(2n—k)
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where S,,,(n) is the approximation at the next
coarser resolution /+1, D, (n) is the detail
between resolutions ¢ and ’+1

h(n)=<¢,¢., ,>, g(N)=<y,p, >, <. > is
an inner product operator, v is a valid (mother)
wavelet, ¢ isthe corresponding scaling function and
¢, .(X)=2"2¢(2"x—n). S,(n) canbeexactly
reconstructed from S,,,(n) and D,,,(n) by using

following inverse wavel et transform.
S,(N)=2_S,.(k) h(n-2k)
k

+2.D,.(K)g(n-2k)

where h(n) =h(-n) and g(n) = g(-n).

For image applications, 2-D wavelet transform
can be obtained by the tensor product of two 1-D
wavelet transforms. Similarly, 2-D inverse wavelet
transform can be obtained by the tensor product of
two 1-D inverse wavel et transforms.

)

22  TheEBCOT algorithm

In many cases, the DWT-based JPEG2000 standard
outperforms the DCT-based JPEG standard. The idea
behind the heart of JPEG2000 known as the EBCOT
agorithm is to exploit energy clustering of wavelet
coefficients. EBCOT is a two-tier algorithm; tier-1
performs bit-plane coding (BPC) followed by
arithmetic coding (AC); tier-2 ams for post
compression rate distortion optimization. The
quantized wavel et coefficients of an image are coded
by a context-based arithmetic coder known as the
MQ coder, in which the probability models are stored
in the MQ table. Figure 1 depicts block diagram of
the JPEG2000 encoder.

In EBCOT, each BPC is further divided into
three coding passes, namely significance propagation
pass, magnitude refinement pass, and cleanup pass.
Four primitive coding operations, namely
significance coding operation, sign coding operation,
magnitude refinement coding operation, and cleanup
coding operation are performed in the corresponding
coding passes. For a transform coefficient that is
currently insignificant, if any of the 8 neighboring
transform coefficients are already significant, it is
coded in the significance propagation pass using the
significance coding operation; otherwise, it is coded
in the cleanup pass using the cleanup coding
operation; if this coefficient becomes significant, the
sign is coded immediately using the sign coding
operation. In the magnitude refinement pass, the
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magnitude of the significant transform coefficients
that have been found in previous coding passes is
updated using the magnitude refinement coding
operation. The output bit streams of coding passes
can be further coded by using an arithmetic coding
engine to improve the compression performances at
the cost of computational complexity. Based on the
current status of the 8 neighboring transform
coefficients, JPEG2000 defines 18 context |abels,
and stores their respective probability modes in the
MQ table. More precisely, 10 context labels are
defined for the significance coding operation and the
cleanup coding operation, 5 context labels for the
sign coding operation, and 3 context labels for the
magnitude refinement coding operation.

3 TheCBRDE Algorithm

In JPEG2000, a large image is first divided into
rectangular sub-images called tiles, each tile is
decomposed into subbands by wavelet transform;
every subband is partitioned further into small blocks
called code blocks, which are quantized to form
bit-planes and then coded by EBCOT from the most
significant bit-plane to the least significant bit-plane.
For each bit-plane, all the code blocks of an image
must be processed in the first tier of EBCOT before
proceeding with the application of the PCRD
agorithm in the second tier. As code blocks of less
importance are not needed for the optimal decoded
image at a given bit rate, waste of computational
power and memory space might result. In this section,
an efficient scheme is proposed for the scanning
order of code blocks such that waste of
computational power and memory space can be
reduced.

3.1 Adaptivescanning order

Recall that the code blocks of an image are coded
bit-plane by bit-plane, from most to least significant,
and the output bitstream can be truncated at an
intermediate point between bit-planes; it raises the
following interesting questions regarding the
scanning order of code blocks. For each bit-plane, is
there an adaptive scanning order such that the
available coding bits can be allocated for the most
significant code block? Is there a common piece of
information available at both encoder and decoder,
based on which code blocks can be arranged
adaptively in decreasing order of significance? If so,
there is no need to store all the code streams of code
blocks and transmit the scanning order from encoder
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to decoder. Is there any simple way to solve the
above-mentioned questions?

As one might expect, the first question can be
solved effectively by using the rate distortion curve
of code blocks. The optimal scanning strategy turns
out to take the code block with the steepest rate
digtortion slope as the first to be coded. In other
words, the available coding bits should be first
allocated for the code block with the largest amount
of distortion decrease per coding bit. Take the second
question into consideration; estimated rate distortion
slope is preferable to the true one for arranging the
scanning order of code blocks. Since the MQ table of
probabilities of more probable symbol (MPS) and
less probable symbol (LPS) is available at both
encoder and decoder, an efficient, context based rate
digtortion estimation (CBRDE) is therefore proposed
to estimate the rate distortion dope of code blocks,
which is given in the following subsection.

3.2 Proposed CBRDE

For each bit-plane, code blocks with significant rates

of distortion decrease per coding bit should be coded

asearly aspossible. In order to avoid transmitting the

scanning order of code blocks from encoder to

decoder, the estimated rate distortion slope of a code

block is thus adopted, which is given by
E[AD]

=—r= ©)

E[AR]

where AD and AR denote the amount of distortion

decrease and the number of coding bits, respectively,

and E[] is an expectation operator. Though most of

correlation between images pixels can be removed by
wavelet transform, there may still be residua

correlation between neighboring wavel et coefficients.

To incorporate with the framework of EBCOT, the
proposed CBRDE for code blocks is based on the
MQ table, which is available at both encoder and

decoder. Specifically, let B denote the i" code
block (in wavelet domain), b;(m,n) the j"
significant bit of a coefficient at position: (m,n) in
B/, and B, = ngn{b” (m, n)}. The proposed CBRDE

for B, isasfollows.

2. prob(b, (m,n) =1)

m,n

S =
TS H(b,(mn))

m,n

where H(b;(m,n)) denotes the entropy of

(4)

b; (m,n) given by
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H(b) = —prob(b =1) - log, ( prob(b =1)) 5)
— prob(b=0)-log, (prob(b = 0))
The numerator of equation (4) is proportional to

the amount of distortion decrease; and the
denominator is proportional to the number of coding

bits. It is noted that probability models of b, (m,n)

can be obtained directively from the MQ table, and
therefore the computational complexity is nothing
but one lookup table operation.

Take the commonly used Lena image as an
example, the true distortion: AD and coding bits: AR,
and their respective estimates E[AD | and E[AR] (for

agiven bit-plane) are shownin Fig. 2. Asone can see,
the nearly proportional relationship between the
horizontal axis (true values) and the vertical axis
(estimated values) demonstrates the potential of the
proposed CBRDE.

3.3  Embedded block coding with CBRDE

Figure 3 depicts the proposed image encoder using
embedded block coding (EBC) with adaptive block
ordering (ABO). In which, the EBC algorithm is the
same asthefirst tier of EBCOT; however, ABO with
CBRDE replaces the second tier of EBCOT, i.e
PCRD. With the adaptation of the MQ table, the code
blocks of animage can be arranged according to their
respective estimated rate distortion sopes and then
coded in an adaptive manner. Figure 4 depicts the
image decoder. Recall that the rate distortion slopes
of code blocks can be a so estimated at decoder. Thus,
the overhead of transmitting the scanning order of
code blocks from encoder to decoder is unnecessary;
thisis beneficial to the communication applications.

4 Experimental Results

The proposed CBRDE for arranging the scanning
order of code blocksisvaluated on grayscaleimages.
The test images, namely Barbara and Fingerprint are
shown in Fig. 5. The biorthogonal Daubechies
wavelet with 9/7-tap filtersis used. The compression
rateis measured in bits per pixel (bpp). The distortion
is defined as mean sgquared error (MSE). The
compression rates and M SE values are used to plot
the rate distortion curves. To avoid the overhead of
transmitting the contributions of code blocks, the
second tier of EBCOT, i.e. PCRD isreplaced by the
CBRDE-based ABO. For comparison, as most of
images’ energies are concentrated in the low
frequency subbands, the first tier of EBCOT
incorporated with a fixed scanning order starting
from the lowest frequency subband is evaluated.
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More specifically, the wavel et subbands of an image
are coded in azigzag order from the lowest frequency
subband to the highest frequency subband; the code
blocks within each subband are scanned from left to
right, top to bottom.

For images with textures such as Barbara, there
are many significant wavelet coefficients in the
middle and high frequency subbands. As shown in
Fig. 6, the coding performance can be significantly
improved at low bit rates. Figure 7 shows the
simulation results of Fingerprint image. It is noted
that the rate distortion curve obtained by the
proposed image coder is amost convex; this
demonstrates the benefit of the proposed CBRDE
when the embedded code stream of an image is
truncated at an intermediate point between bit-planes.

5 Conclusion

Wavel et transform has been adopted by JPEG2000 as
the underlying method to decompose an image into
subbands with orientation selectivity. It provides
many desirable properties, e.g. multiresolution
analysis, high correlation across wavel et subbands of
the same orientation, and energy clustering within
each subband; these properties are suitable for the
image compression applications. In EBCOT, all the
code blocks of an image are coded to generate aset of
code streams with their respective contributions to
the decoded image, based on which the optimal code
stream can be obtained by concatenating the suitably
truncated code streams through the PCRD algorithm.
As some code blocks, which are less important, are
not needed for the optimal decoded image at a given
bit rate, waste of computational power and memory
space may result. Furthermore, implementation of
the PCRD agorithm is one of the crucial issues. To
overcome the above-mentioned problems, a simple
context-based rate distortion estimation (CBRDE) is
proposed to arrange the scanning order of code
blocks in an adaptive manner. To avoid transmitting
the side information regarding the scanning order of
code blocks from encoder to decoder, the proposed
CBRDE is based on the MQ table, whichis available
at both encoder and decoder. The second tier of
EBCOT, i.e. PCRD can therefore be replaced by the
CBRDE-based adaptive block ordering (ABO).
Experimental results show that the rate distortion
curves are amost convex.

Recall that for each code block, the coding
procedure proceeds in distinct passes. Thus, the
proposed image coding with adaptive block ordering
can be extended to image coding with adaptive pass
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ordering, however, a the cost of increasing
complexity from the implementation point of view.
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Abstract: - This paper presents a CORDIC (Coordinate Rotation Digital Computer)-based split-radix fast
Fourier transform (FFT) core for OFDM systems, for example, Ultra Wide Band (UWB), Asymmetric Digital
Subscriber Line (ADSL), Digital Audio Broadcasting (DAB), Digital Video Broadcasting — Terrestrial
(DVB-T), Very High Bitrate DSL (VHDSL), and Worldwide Interoperability for Microwave Access (WiMAX).
High-speed 128/256/512/1024/ 2048/4096/8192-point FFT processors have been implemented by 0.18 (1p6m)
at 1.8V, in which all the control signals are generated internally. These FFT processors outperform the
conventional ones in terms of both power consumption and core area.

Key-Words: - 1P, FFT, split-radix, CORDIC, OFDM.

1 Introduction

High-performance fast Fourier transform (FFT)
processor is needed especially for real-time digital
signal processing applications. Specifically, the
computation of discrete Fourier transform (DFT)
ranging from 128 to 8192 points is required for the
orthogonal frequency division multiplexer (OFDM)
of the following standards: Ultra Wide Band (UWB),
Asymmetric Digital Subscriber Line (ADSL), Digital

Audio Broadcasting (DAB), Digital Video
Broadcasting — Terrestrial (DVB-T), Very High
Bitrate DSL  (VHDSL) and Worldwide

Interoperability for Microwave Access (WiMAX)
[1]-[8]. Thompson [9] proposed an efficient VLSI
architecture for FFT in 1983. Wold and Despain [10]
proposed pipelined and parallel-pipelined FFT for
VLSI implementations in 1984. Widhe [11]
developed efficient processing elements of FFT in
1997. To reduce the computation complexity, the
split-radix 2/4, 2/8, and 2/16 FFT algorithms were
proposed in [12]-[15].

As the Booth multiplier is not suitable for hardware
implementations of large FFT, we propose the
CORDIC-based multiplier. Moreover, we develop a
ROM-free twiddle factor generator using simple
shifters and adders only [1], which obviates the need
to store all the twiddle factors in a large ROM space.
As a result, the proposed CORDIC-based split-radix
FFT core with the ROM-free twiddle factor generator
is suitable for the wireless local area network

The National Science Council of Taiwan, under

Grant

NSC97-2221-E-216-044, and the Chung Hua University, Hsinchu, Taiwan,

under Contract CHU-NSC97-2221-E-216-044 supported this work.
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(WLAN)  applications.
high-performance
128/256/512/1024/2048/4096/8192-point FFT
processor is presented for the European and Japanese
standards. The remainder of this paper proceeds as
follows. In Section II, the split-radix 2/8 FFT
algorithm and the CORDIC algorithm are reviewed
briefly. In Section III, the reusable IP 128-point
CORDIC-based split-radix FFT core is proposed. In
Section IV, the hardware implementations of FFT
processors are described. The performance analysis
is presented in Section V. Finally, the conclusion is
given in Section VI.

In this paper, a

2 Review of Split-Radix FFT and

CORDIC Algorithm

2.1 Split-Radix FFT

The idea behind the split-radix FFT algorithm is to
compute the even and odd terms of FFT separately.
The even term of the split-radix 2/8 FFT algorithm is

given by
N/2-1 N
X2y = D, )+ x(n+ W (1)
n=0

27
where W,,,=e V2 and k=012,..,(N/2)-1.
The odd term is as follows:
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N/&1

Xt = D (6t~ 44
n=0

IO B

Wﬁ_g)mﬂ +x<n+7—év>m4 W

where k£ =0,1,2,..,(N/8) -1 and [=135,7. The
split-radix 2/8 FFT algorithm, which combined with
radix-2 and radix-4 proves effective to develop a
reusable IP 128-point FFT core.

2.2 CORDIC Algorithm
The CORDIC algorithm in the circular coordinate
system is as follows [16].

x(i+1) = x()) = 0,27 y(i) 3)
y(i+1) = y(i) + 0,27 x(i) “4)
2(i+1) = z(i) - o,0(i) (5)
a(i)=tan™' 27 (6)

where o, = sign(z(i)) with z(i) - 0 in the rotation
o; = —sign(x(i)) - sign(y(i))  with
y(i) = 0 in the vectoring mode. The scale factor:

k(i) is equal to /1+ O'i2 27%" . After n micro-rotations,
the product of the scale factors is given by

K = ﬁk(i) = ﬁ\h +274 (7)
i=0 i=0

Notice that CORDIC in the circular coordinate
system with rotation mode can be written by

X, cosz, sinz, || x,
=K . ;
Y —sinz, cosz, || ¥,

X X
where { 0} and { "} are the input vector and the
Y 0 y n

output vector, respectively, z,is the rotation angle,

mode, and

(8)

and K. is the scale factor. In [1], the circular rotation
computation of CORDIC was used for complex
jo

multiplication withe 7~ , which is given by

{Re[X']} _ [ cosf  sin «9}{Re[X]} ©)
Im[ X ] —sin@ cos@ || Im[X]

3 Reusable IP  128-Point

CORDIC-Based Split-Radix FFT Core

Figure 1 shows the proposed 128-point

CORDIC-based split-radix FFT processor, which can
be used as a reusable IP core for various FFT with
multiples of 128 points. Notice that the modified
split-radix 2/8 FFT butterfly processor and the
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ROM-free twiddle factor generator are used. In
addition, an internal (128 32-bit) SRAM is used to
store the input and output data for hardware
efficiency, through the use of the in-place
computation algorithm [1]

3.1 CORDIC-Based Split-Radix 2/8 FFT
Processor

For the butterfly computation of the proposed
CORDIC-based split-radix 2/8 FFT processor,
sixteen = complex  additions, two  constant
multiplications (CM), and four CORDIC operations
are needed, as shown in Figure 2. The CORDIC
algorithm has been widely used in various DSP
applications because of the hardware simplicity.
According to equation (9), the twiddle factor
multiplication of FFT can be considered a 2-D vector
rotation in the circular coordinate system. Thus,
CORDIC in the circular coordinate system with
rotation mode is adopted to compute complex
multiplications of FFT.

The pipelined CORDIC arithmetic unit can be
obtained by decomposing the CORDIC algorithm
into a sequence of operational stages. In [17], we
derived the error analysis of fixed-point CORDIC
arithmetic, based on which, the number of the
CORDIC stages can be determined effectively. For
example, the number of the CORDIC stages is 12 if
the overall relative error of 16-bit CORDIC
arithmetic is required to be less than 10 . The
pipelined CORDIC arithmetic unit with 12 stages and
an additional pre-scalar stage. In which, the
pre-calculated scaling factor K, ~1.64676 and the

Booth binary recoded format leads to 1.101001. The
main concern for the design of the CORDIC
arithmetic unit is throughput rather than latency. The
proposed CORDIC arithmetic unit in terms of gate
counts is less than 4 real multipliers significantly. In
addition, the power consumption can be reduced
significantly by using the proposed CORDIC
arithmetic unit; it has been reduced by 30%
according to the report of PrimePower® distributed
by Synopsys.

As the twiddle factors: W, and W, are equal to

V2
2
complex number, say (a +bj), times W, or W, can
be written by

iB 5

(a+bj)x(72<1—j))=72((a+b>+j<—a+b)>

i i
2

2

(1-j) and —g(1+j) , respectively, a

(10)

(a+bj)x( A+ = ((@=b)+ jla+b)) (11)
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where 72 can be represented as 1.0101010 using

the Booth binary recoded form (BBRF). Thus, the
CM unit can be implemented by using simple adders
and shifters only. Figure 3 shows the pipelined CM
architecture, which uses three subtractions/additions
and therefore improves on the computation speed
significantly.

Based on the above-mentioned CORDIC arithmetic
unit and CM unit, the computational circuit and
hardware architecture of the CORDIC-based
split-radix 2/8 FFT butterfly computation are realized.
As one can see, the pipelined CORDIC arithmetic
unit aims at increasing the throughput of complex
multiplications..

3.2 ROM-Free Twiddle Factor Generator

In the conventional FFT processor, a large ROM
space is needed to store all the twiddle factors. To
reduce the chip area, a twiddle factor generator is
thus proposed. Figure 4 shows the ROM-free twiddle
factor generator using simple adders and shifters for
128-point FFT. In which, the 16-bit accumulator is to
generate the value 2nz for each index n;

n=2"¢" _1 the 16-bit shifter is to divide 2nz by
N, and the 16-bit shifter/adder is to produce the
twiddle factors: 8y, 65", 65" and 6" . By using
the twiddle factor generator, the chip area and power
consumption can be reduced significantly at the cost
of an additional logic circuit. Table 1 shows the gate
counts of the full-ROM storing all the twiddle factors,
the CORDIC twiddle factor generator [1] and the
ROM-free twiddle factor generator.

4 Implementation of FFT Processors
The 128/256/512/1024/2048/4096/8192- point FFT
processors. In which, the radix-2 and split-radix 2/4
butterfly processors [1] using the pipelined CORDIC
arithmetic units and twiddle factor generators are
implemented; and moreover, two memory banks
(4096/2048/1024/512/256/0  x 32-bit and
8192/4096/2048/1024/512/256/128 x 32-bit) are
allocated for increased efficiency by using the
in-place computation algorithm [1]. Hardware
architecture is shown in Figure 5.

The hardware code written in Verilog® is running on
a workstation with the ModelSim® simulation tool
and Synopsys” synthesis tool (design compiler). The
chips are synthesized by the TSMC 0.18 wm Ip6m
CMOS cell libraries [18]. The physical circuit is
synthesized by the Astro” tool. The circuits are
evaluated by DRC, LVS and PVS [19].

The layout view of the8192-point FFT processor is
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shown in Figure 6. The core areas, power
consumptions, clock rates of 128-point, 256-point,
512-point, 1024-point, 2048-point, 4096-point and
8192-point FFT processors are shown in Table 2. All
the control signals are internally generated on-chip.
The chip provides both high throughput and low gate
count.

5 Performance Analysis of The

Proposed FFT Architecture

FFT processors used to compute 128/256/512/1024/
2048/4096/8192-point FFT are composed mainly of
the 128-point CORDIC-based split-radix 2/8 FFT
core; the computation complexity using a single
128-point FFT core is O(N/6) for N-point FFT. The

log-log plot of the CORDIC computations versus the
number of FFT points is shown in Figure 7. As one
can see, the proposed FFT architecture is able to
improve the power consumption and computation
speed significantly.

6 Conclusion

This paper presents low-power and high-speed FFT
processors based on CORDIC and split-radix
techniques for OFDM systems. The architectures are
mainly based on a reusable IP 128-point
CORDIC-based split-radix FFT core. The pipelined
CORDIC arithmetic unit is used to compute the
complex multiplications involved in FFT, and
moreover the required twiddle factors are obtained by
using the proposed ROM-free twiddle factor
generator rather than storing them in a large ROM
space.

The CORDIC-based
128/256/512/1024/2048/4096/8192-  point  FFT
processors have been implemented by 0.18 um

CMOS, which take 395 us, 176.8 us , 77.9 us ,
336 us, 14 us, 5.5 us and 1.88 us to compute

8192-point, 4096-point, 2048-poin, 1024-point,
512-point, 256-point and  128-point  FFT,
respectively.

The CORDIC-based FFT processors are designed by
using the portable and reusable Verilog®. The
128-point FFT core is a reusable intellectual property
(IP), which can be implemented in various processes
and combined with an efficient use of hardware
resources for the trade-offs of performance, area, and
power consumption.
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Table 1 Hardware requirements of the full-ROM, the CORDIC Table 2 Core areas, power consumptions, clock rates of
twiddle factor generator [1], and the ROM-free twiddle factor 128-. 256-, 512-, 1024-. 2048-, 4096- and 8192-point FFT
generator

Full-Twiddle Factor ROM 1bit~1gate FFT Size | Core Area Power Clock
8192-Point ROM Consumption Rate
4K x16bit 128-point | 2 28mm>
CORDIC Twiddle Factor Generator (T. Y. Sung, 2006) [1] 80mW 200MHz

-NO1 2
16-bit CORDIC 11-bit Adder  11-bit Shifir _ 16-bit Shifter _16-bit Adder 256-point | 2 37mm

~ 18K bit ~150 gates ~ 50 gates ~ 90 gates ~ 200 gates 84mW 200MHz
512-poiint | 2 49;m?

ROM-free Twiddle Factor Generator (Sung, Hsin and Cheng, 2008)

88mW 200MHz

16-bit Accumulator 16-bit Register 16-bit Shifter 16-bit Shifter/Adder

-noi 2
~200gates ~32gates  ~90gates ~90x2+200x2 gates 1024-point | 2 62mm

94mW 200MHz

2048-point | 2 81ym?
99mW 200MHz

4096-point | 3 105m?
106mW 200MHz

8192-point | 3 62/mm?

117mW 200MHz
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Abstract: - This paper presents a hybrid CORDIC (COordinate Rotation DIgital Computer) algorithm for
designs and implementations of the direct digital frequency synthesizer (DDFS). The proposed multiplier-less
architecture with small ROM (4 x16 -bit) and pipelined data path provides a spurious free dynamic range
(SFDR) of more than 84.4 dBc. A SoC (system on chip) has been designed by 1P6M CMOS, and then emulated
on the Xilinx FPGA. It is shown that the hybrid CORDIC-based architecture is suitable for VLSI
implementations of the DDFS in terms of hardware cost, power consumption, and SFDR.

Key-Words: - DDFS, hybrid CORDIC, SoC, FPGA, SFDR.

1 Introduction

The direct digital frequency synthesizer (DDFS)
plays a key role in many digital communication
systems. Fig. 1 depicts the conventional DDFS,
which consists mainly of phase accumulator,
sine/cosine generator, digital-to-analog converter,
and low-pass filter. The sine/cosine generator as the
core of DDFS is usually implemented by using a
ROM lookup table; with high spurious free dynamic
ranges (SFDR) comes a large ROM lookup table [1].
In order to reduce the size of the lookup table, many
techniques were proposed [1]-[4]. The quadrant
compression technique can reduce the ROM size by
75% [2]. The Sunderland architecture is to split the
ROM into two smaller ones [3], and its improved
version known as the Nicholas architecture results in
a higher ROM-compression ratio (32:1) [4]. In [5],
the polynomial hyperfolding technique with high
order polynomial approximation was used to design
DDFS. In [6] and [7], the angle rotation algorithm
was used to design quadrature direct digital
frequency synthesizer/complex mixer (QDDSM).
COordinate Rotation DIgital Computer (CORDIC) is
a well known arithmetic algorithm, which evaluates
various elementary functions including sine and
cosine functions by using simple adders and shifters
only. Thus, CORDIC is suitable for the design of
high-performance chips with VLSI technologies.
Recently, the CORDIC algorithm has received a lot
of attention to the design of high-performance DDFS
[8]-[11], especially for the modern digital

The National Science Council of Taiwan, under Grant
NSC97-2221-E-216-044, and the Chung Hua University, Hsinchu, Taiwan,
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communication systems.

This paper is organized as follows. In section II, the
hybrid CORDIC algorithm is proposed. In section III,
hardware implementation of DDFS is described. The
performance analysis is presented in section IV.
Finally, the conclusion is given in section V.

2 The Hybrid CORDIC Algorithm

In this section, the hybrid CORDIC algorithm is
proposed, and based on which, a low-power and
high-SFDR DDFS can be developed.

2.1 Modified Angle Recoding Method for
CORDIC Algorithm

In order to reduce the number of CORDIC iterations,
the input angle can be divided into encoded angles by
using the modified Booth encoding (MBE) method
[12]. Specifically, let i denote the input angle

represented by
p=1027"+f02 P+ 4+ fw-12" "D (1)
where f(i)e{0,1} , w is the word length of

operands, and [@—‘ =p<i<w-1.The MBE

decomposition of i is as follows.
(w-1)/2

v= 2P0 @

i=p/2
where the encoded angle:
B(0) = p(i)27 with p(i) € {~2,-1,0,1,2} . As sin B(i)
and cos (i) can be approximated by

sin A(i) = A(i) = p(i)2™ 3)

ISBN: 978-960-474-076-5



Proceedings of the 8th WSEAS International Conference on Instrumentation, Measurement, Circuits and Systems

)
cos iy =1-2-0) 2(') =1-p*(i)2" " (4)
we have
x(i+1)] |1-p ()27 p(i)27"! x(i)
{y(iﬂ)}_ —p@27 1= pP(27 {y(i)}
| (5)
2(i+1)=2z(i)- p(i)2™ (6)

Fig. 2 shows the proposed architecture for the
modified scaling-free CORDIC arithmetic, in which,
eight shifters, two CSAs, two CLAs, two latches, and
four MUXs are used; the shifters and MUXs are to
determine p(i) .

2.2 The modified scaling-free radix-8
CORDIC Algorithm

By using the modified angle recoding method
[12]-[13], the input angle ¥ can be divided as

follows.
w-1 .
W= Z¢(i) tan " 27
i=p
where ¢(i) € {0,1} , and W is the word length. The
CORDIC iteration is therefore represented as

{x(iﬂ)}{ 1 ¢(i)z“}[x(i)}
ya+1 | | —g@@2™ 1 y(i)

2(i+1)=z(i)—¢(i)tan™' 27 )
Leti=3n-c;ce {0,1,2}. By using the Taylor series
expansion, the absolute difference between
tan™' (27C"%) and 2°tan~'(27") is given by

(7

®)

¢ =|tan' 276" _2¢ tan~1 273"

— ‘l 2—3(3n—c) +A
3

(10)
where A is the remaining terms of the difference
between tan ' (27" %) and 2° tan™'(27") . Thus, we
have

2—3(3n—c) 2—3i

g ==

3 3 1)

For W -bit operands, ¢ can be ignored in the

following sense

c<2™ (12)
Based on equations (11) and (12), we have
2—3i
<2™ 13
3 (13)
3i+log,3>w (14)
iZW—log23:{W—log23—‘;ﬂ (15)
3 3 3
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. w .
As a result, when | > ? , three consecutive terms of

equation (7) can be integrated into a single term as
follows:

g(3n-2)tan~' 27" D)+ g(3n-D)tan ' (27C")
+¢(3n)tan 1 (27CM)

=(p(3n-2)-2° +¢(3n-1)-2' +¢(3n)-2°)tan ' 27")
=gp(n)tan'(27") (16)
where ¢(-) € {0,1} , and therefore ¢(n) € {0,1,2,---,7} . It

follows that the resulting radix-8 CORDIC algorithm
is represented as

xi+D] [ —p()-27 x| o
{y(iﬂ)}_KS(')Lo(i)-z3i 1 }{y(i)} 4

2(i+1) = 2(i)— (i) tan ' 273 (18)
Kg()=(1+¢ (2" (19)
The scaling factor K is given by
i=[w/37]-1
(20)

Kg = H Kg (D)
i=p

It can be shown that the scaling factor turns out to be
equal to 1 when the input angle is less than 27%/%,

and moreover, if the input angle is less than 273,
equation (18) can be rewritten as [19]
2(i +1) = 2(i) — ()27 (21)

Fig. 3 depicts the proposed architecture for the
modified scaling-free radix-8 CORDIC arithmetic. In
which, six shifters, two CSAs, two CLAs, and two
latches are used; the shifters and switches are to
determine the radices for computations. Note that the
number of processors is reduced, and system
throughput is increased at the cost of hardware
complexity.

2.3 The proposed hybrid CORDIC Algorithm
The input angle € can be decomposed into a
higher-angle Q,, and a lower-angle Q2| represented

as
fus2l4 )
Q=0 +Q = Y pi2 "+
i=0

[u/2]e (w-uy/311

2.

idu/2]
where w is the word length with the first u bits being
the most significant bits; Q,, and Q, are computed

by wusing the modified scaling-free CORDIC
algorithm and the modified scaling-free radix-8
CORDIC algorithm, respectively. For computation
efficiency, the determination of u is as follows: 1) u
must be an odd number to satisfy the MBE method,

(o(i)zufm(i{w/ﬂ) (22)

and 2) u> % under the scaling-free constraint. Thus,

we have
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2n+1,ifw=4n+0

2n+1if w=4n+1
u= ! (23)

2n+1ifw=4n+2

2n+3,if w=4n+3
Based on the above equation, the minimum iteration
number of the proposed hybrid CORDIC algorithm
can be obtained as shown in Fig. 4. The computations
of X(i) and Yy(i) are therefore as follows.

For Bsi<{£—‘,
2 2

X(i +1) = x() - p* ()2 x() - p277 y(i)  (24)
y(i+1) = y(i) = p2 ()2 4 xG) + p)2 P yi)  (25)
For {E—lg i <{ﬂ}{w—u—‘,

2 4 3
X(i + 1) = (i) — ()20 30w AT g (26)
Y(i+1) = y(0) + (2" 4 27)

3 Hardware Implementation of the

Proposed DDFS

In this section, the DDFS implemented by using the
hybrid CORDIC algorithm is presented. Fig. 5 shows
the 16-bit DDFS architecture consisting mainly of
phase accumulator, phase calculator, and sine/cosine
generator, which is different from the conventional
architecture. It is noted that the accumulated error in
the sine/cosine generator is to be corrected by using
the 4x16 -bit correction table. Take into account
DAC technology, hardware cost and practical
applications, the word length of the propose DDFS is
set to 16-bit.

The hybrid CORDIC-based sine/cosine generator

with recursively accumulated angle 8, is given by
X(A+1) | |cosd, —sind, || x(i)
y(@i+1) | sin G cosG, | y@)

2z . .
where &, =A,c —, and A, is an integer number.
2

(28)

(29)
For convergence, the input angle of the scale-free
CORDIC algorithm is restricted as follows:

I
gl
Gy < 24:2 = (30)
From the above two equations, we have
16
A :22—”-&” <1304 G1)

The architecture for the sine/cosine generator is
shown in Fig. 5. In which three modified scaling-free
CORDIC arithmetic units (MCORDIC-Type A) and
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two modified scaling-free radix-8 CORDIC
arithmetic units (MCORDIC-Type B) are used.
According to equation (23).

The chip is synthesized by the TSMC 0.18 yum 1P6M

CMOS cell libraries [14]. The layout view of the
proposed DDFS is shown in Figure 6. The core size
obtained by the Synopsys® design analyzer
is612x612um?*. The power consumption obtained by

the PrimePower” is 6.05 mW with a clock rate of
100MHz at 1.8V. The tuning latency is 8 clock cycles.
All the control signals are internally generated
on-chip. The chip provides both high throughput and
low gate count.

4 Performance Analysis of the
Proposed DDFS

The number of correcting points versus the SFDRs
with different (F,/F,)’s in the proposed DDFS is

shown in Fig. 7. Due to trade-off between hardware
cost and system performance, the correcting circuit
with 16 points is implemented in the proposed DDFS.
Thus, the SFDR of the proposed DDFS is more than
84.4 dBc. Table 1 shows various comparisons of the
proposed DDFS with other methods in [6] and [10].
As one can see, the proposed DDEFS is superior in
terms of SFDR, hardware cost, and power
consumption.

5 Conclusion

The hybrid CORDIC-based multiplier-less DDFS
architecture with small ROM and pipelined data path
has been implemented. A SoC designed by 1P6M
CMOS has been emulated on Xilinx XC2V6000
FPGA. For 16-bit DDFS, the SFDR of sine and
cosine using the proposed architecture are more than
84.4 dBc. Simulation results show that the hybrid
CORDIC-based approach is superior to the
traditional  approach to the design and
implementation of DDFS, in terms of SFDR, power
consumption, and hardware cost. The 16-bit DDFS is
a reusable IP, which can be implemented in various
processes with efficient uses of hardware resources
for trade-offs of performance, area, and power
consumption.
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Table I Comparison with nrevious works

CORDIC Based Madisetti  |[Swartzlander \Tvl(l)lrsi(
DDFS [8] 1999 [10] 2006 2009
Process (xm) 1.0 0.13 0.18
Core Area (mm?)  [0.306 0.35 0.375
Maximum
Sampling Rate 80.4 1018 100
(MHz)
Power Consumption

40.602 350 6.056
(mw)

Power
Consumption 0.505 0.343 0.06
(mw/MHz)
SFDR (dB,) 81 90 84.4
Output Resolution
(bits) 16 16 16
Tuning Latency 16 _ ]
(clock cycles)
Phase increment
{

Phase . Digital to analog - /\J
’—v accumlator —b@—‘—bswoosgumm—b ocnverter —» Low pass filiter —

Fig. 1 The conventional DDFS architecture

ISBN: 978-960-474-076-5




Proceedings of the 8th WSEAS International Conference on Instrumentation, Measurement, Circuits and Systems

X Yin
in Yin 7 7 1

i i-2 B i
— — —

( L L/

]

:

1 1 I I s | | csa |
’ CcsA ‘ ’ csA ‘
CLA CLA
cLA cLA
Koot You
X You

Fig. 3 The architecture of modified
scaling-free radix-8 CORDIC arithmetic for
computing 9. (MCORDIC-Type B)

Fig. 2 The proposed architecture of
modified scaling-free CORDIC
arithmetic for computing O

(MCORDIC-Type A)

Phase
Accumulator —— 4 — 4 — 4
- ' v
] 16
Correc- 7‘»
A - tion 16 16
% s Table | ol | £y sin
L output
R R R Pipeline 16%2 M
16 e e e CORDIC £ ’ U
g g g - Array 16 6 X
- 16 16 16 3%7 3%7 lf 16
16 |R| 16 Y output
- Phase Operation L 2 7‘»
Aﬁc 6 g Calculator ‘Radix 16 | &
Generator t [ 2 — Fig. 4 The 16-bit DDFS
Accum?lclcator T T _ 16 aI'ChlteCtul‘e
Sine/Cosine Generator
kN
f 16 Error Correcting Phase
Operation Radix Generator
4
3*7 Correcting
Table
l Register ]
Fig. 5 The architecture of
Y 16%2 116*2 . . .
3 3 3 3 316 sine/cosine generator (The 9, is an
Y Y A Y A A 4 Y Cos
MCORDIC (| MCORDIC [~/ MCORDIC (| MCORDIC (| MCORDIC (] - = Output accumulated angle)
Type A Type A Type A Type B Type B Register MUX
Iteration I I Iteration Il [ Iteration IIl = Iteration [V —#=| Iteration V - —»  Sin
Output
16/}/
R
100
ok, 4
ol v *\\ i
A \\\\
. [ 200 \\\ b
Se—

L L L L L L L I L
25 3 35 0 5 B 55 g 55
Corection Paints lag2(N)

‘ ‘ - Fig. 7 Plot of the number of correcting points
Fig. 6 The layout view of the proposed DDFS versus SFDRs with different (F, /F,) s

ISSN: 1790-5117 45 ISBN: 978-960-474-076-5



Proceedings of the 9th WSEAS International Conference on Multimedia Systems & Signal Processing

A Simple Rate Distortion Estimation for Embedded Block Coding
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Abstract: - The embedded block coding with optimized truncation (EBCOT) algorithm has been adopted by the
JPEG2000 standard. In which, the post compression rate distortion (PCRD)optimization needs a large memory
spaceto store dl the code streams of code blocks; however, code blocks of lessimportance might not be used for
the optimal decoded image at a bit rate. To avoid waste of computational power and memory space, a smple
context based rate distortion estimation (CBRDE) is proposed to arrange the scanning order of code blocksin an
adaptive manner. CBRDE is based on the MQ table, which is available at both encoder and decode. Thus, there
isno need to store and transmit the rate distortion information of code blocks. Experimental results show that the
rate distortion curves are almost convex; this demonstrates the benefit of the proposed CBRDE.

Key-Words: - image coding; wavelet transform; JPEG2000; EBCOT; CBRDE

1 Introduction

Wavelet transform offers many desirable properties,
e.g. progressive transmission and embedded coding,
which are suitable for image coding [1]-[3]. In
general, embedded code streams of an image are
organized in decreasing order of information
importance. The embedded block coding with
optimized truncation (EBCOT) algorithm has been
adopted by JPEG2000 [4], which is preferable to the
JPEG standard at the cost of increasing complexity
[5]. For real-time applications, dedicated hardwareis
required to implement JPEG2000.

In EBCOT, the tier-1 algorithm applies
embedded block coding with an arithmetic coder to
each code block of the transform coefficients; the
tier-2 algorithm performs rate distortion control by
the post compression rate distortion (PCRD)
algorithm. One of the crucial implementation issues
of EBCOT isthe design of PCRD, which requires a
large amount of memory space to store all the code
streams of code blocks with their respective rate
distortion information. As all the code blocks of an
image must be processed before PCRD, however,
some code blocks may not be needed to reconstruct
the optimal decoded image at a bit rate; this surely
leads to waste of computational power. In[6], Fang et
a. proposed a precompression rate distortion
optimization algorithm to reduce the memory space
by ignoring the unused code streams.

In this paper, we propose a context based rate
digtortion egtimation (CBRDE) to arrange the
scanning order of code blocks so that the available
coding hits can be allocated for the most significant
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code block. The proposed CBRDE is based on the
MQ table of EBCOT, which is available at both
encoder and decoder. As aresult, the scanning order
of code blocks can be also obtained at decoder, and
therefore transmission of the contributions of each
code block can be omitted. The remainder of this
paper proceeds as follows. In Section 2, wavelet
transform and EBCOT are reviewed briefly. Section
3 presents the proposed CBRDE algorithm to arrange
the code blocks of an image in an adaptive manner.
Experimental results are given in Section 4, and
conclusion can be found in Section 5.

2 Waveet Transform and EBCOT
Wavelet transform provides many desirable
properties such as multiresolution anaysis, subband
decomposition with orientation selectivity, joint
space-spatial frequency localization, self similarity
across subbands of the same orientation, and energy
clustering within each subband. In this section,
wavelet transform and the EBCOT algorithm are
reviewed briefly.

2.1 Wavelet transform
The wavelet transform of a signal, S,(n) , a

resolution ¢ isasfollows.
S,.(N) =>"S,(k) h(2n-k)
k

D
D(+1(n) = z S( (k) g(2n—k)
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where S,,,(n) is the approximation at the next
coarser resolution /+1, D, (n) is the detail
between resolutions ¢ and ’+1

h(n)=<¢,¢., ,>, g(N)=<y,p, >, <. > is
an inner product operator, v is a valid (mother)
wavelet, ¢ isthe corresponding scaling function and
¢, .(X)=2"2¢(2"x—n). S,(n) canbeexactly
reconstructed from S,,,(n) and D,,,(n) by using

following inverse wavel et transform.
S,(N)=2_S,.(k) h(n-2k)
k

+2.D,.(K)g(n-2k)

where h(n) =h(-n) and g(n) = g(-n).

For image applications, 2-D wavelet transform
can be obtained by the tensor product of two 1-D
wavelet transforms. Similarly, 2-D inverse wavelet
transform can be obtained by the tensor product of
two 1-D inverse wavel et transforms.

)

22  TheEBCOT algorithm

In many cases, the DWT-based JPEG2000 standard
outperforms the DCT-based JPEG standard. The idea
behind the heart of JPEG2000 known as the EBCOT
agorithm is to exploit energy clustering of wavelet
coefficients. EBCOT is a two-tier algorithm; tier-1
performs bit-plane coding (BPC) followed by
arithmetic coding (AC); tier-2 ams for post
compression rate distortion optimization. The
quantized wavel et coefficients of an image are coded
by a context-based arithmetic coder known as the
MQ coder, in which the probability models are stored
in the MQ table. Figure 1 depicts block diagram of
the JPEG2000 encoder.

In EBCOT, each BPC is further divided into
three coding passes, namely significance propagation
pass, magnitude refinement pass, and cleanup pass.
Four primitive coding operations, namely
significance coding operation, sign coding operation,
magnitude refinement coding operation, and cleanup
coding operation are performed in the corresponding
coding passes. For a transform coefficient that is
currently insignificant, if any of the 8 neighboring
transform coefficients are already significant, it is
coded in the significance propagation pass using the
significance coding operation; otherwise, it is coded
in the cleanup pass using the cleanup coding
operation; if this coefficient becomes significant, the
sign is coded immediately using the sign coding
operation. In the magnitude refinement pass, the
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magnitude of the significant transform coefficients
that have been found in previous coding passes is
updated using the magnitude refinement coding
operation. The output bit streams of coding passes
can be further coded by using an arithmetic coding
engine to improve the compression performances at
the cost of computational complexity. Based on the
current status of the 8 neighboring transform
coefficients, JPEG2000 defines 18 context |abels,
and stores their respective probability modes in the
MQ table. More precisely, 10 context labels are
defined for the significance coding operation and the
cleanup coding operation, 5 context labels for the
sign coding operation, and 3 context labels for the
magnitude refinement coding operation.

3 TheCBRDE Algorithm

In JPEG2000, a large image is first divided into
rectangular sub-images called tiles, each tile is
decomposed into subbands by wavelet transform;
every subband is partitioned further into small blocks
called code blocks, which are quantized to form
bit-planes and then coded by EBCOT from the most
significant bit-plane to the least significant bit-plane.
For each bit-plane, all the code blocks of an image
must be processed in the first tier of EBCOT before
proceeding with the application of the PCRD
agorithm in the second tier. As code blocks of less
importance are not needed for the optimal decoded
image at a given bit rate, waste of computational
power and memory space might result. In this section,
an efficient scheme is proposed for the scanning
order of code blocks such that waste of
computational power and memory space can be
reduced.

3.1 Adaptivescanning order

Recall that the code blocks of an image are coded
bit-plane by bit-plane, from most to least significant,
and the output bitstream can be truncated at an
intermediate point between bit-planes; it raises the
following interesting questions regarding the
scanning order of code blocks. For each bit-plane, is
there an adaptive scanning order such that the
available coding bits can be allocated for the most
significant code block? Is there a common piece of
information available at both encoder and decoder,
based on which code blocks can be arranged
adaptively in decreasing order of significance? If so,
there is no need to store all the code streams of code
blocks and transmit the scanning order from encoder
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to decoder. Is there any simple way to solve the
above-mentioned questions?

As one might expect, the first question can be
solved effectively by using the rate distortion curve
of code blocks. The optimal scanning strategy turns
out to take the code block with the steepest rate
digtortion slope as the first to be coded. In other
words, the available coding bits should be first
allocated for the code block with the largest amount
of distortion decrease per coding bit. Take the second
question into consideration; estimated rate distortion
slope is preferable to the true one for arranging the
scanning order of code blocks. Since the MQ table of
probabilities of more probable symbol (MPS) and
less probable symbol (LPS) is available at both
encoder and decoder, an efficient, context based rate
digtortion estimation (CBRDE) is therefore proposed
to estimate the rate distortion dope of code blocks,
which is given in the following subsection.

3.2 Proposed CBRDE

For each bit-plane, code blocks with significant rates

of distortion decrease per coding bit should be coded

asearly aspossible. In order to avoid transmitting the

scanning order of code blocks from encoder to

decoder, the estimated rate distortion slope of a code

block is thus adopted, which is given by
E[AD]

=—r= ©)

E[AR]

where AD and AR denote the amount of distortion

decrease and the number of coding bits, respectively,

and E[] is an expectation operator. Though most of

correlation between images pixels can be removed by
wavelet transform, there may still be residua

correlation between neighboring wavel et coefficients.

To incorporate with the framework of EBCOT, the
proposed CBRDE for code blocks is based on the
MQ table, which is available at both encoder and

decoder. Specifically, let B denote the i" code
block (in wavelet domain), b;(m,n) the j"
significant bit of a coefficient at position: (m,n) in
B/, and B, = ngn{b” (m, n)}. The proposed CBRDE

for B, isasfollows.

2. prob(b, (m,n) =1)

m,n

S =
TS H(b,(mn))

m,n

where H(b;(m,n)) denotes the entropy of

(4)

b; (m,n) given by
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H(b) = —prob(b =1) - log, ( prob(b =1)) 5)
— prob(b=0)-log, (prob(b = 0))
The numerator of equation (4) is proportional to

the amount of distortion decrease; and the
denominator is proportional to the number of coding

bits. It is noted that probability models of b, (m,n)

can be obtained directively from the MQ table, and
therefore the computational complexity is nothing
but one lookup table operation.

Take the commonly used Lena image as an
example, the true distortion: AD and coding bits: AR,
and their respective estimates E[AD | and E[AR] (for

agiven bit-plane) are shownin Fig. 2. Asone can see,
the nearly proportional relationship between the
horizontal axis (true values) and the vertical axis
(estimated values) demonstrates the potential of the
proposed CBRDE.

3.3  Embedded block coding with CBRDE

Figure 3 depicts the proposed image encoder using
embedded block coding (EBC) with adaptive block
ordering (ABO). In which, the EBC algorithm is the
same asthefirst tier of EBCOT; however, ABO with
CBRDE replaces the second tier of EBCOT, i.e
PCRD. With the adaptation of the MQ table, the code
blocks of animage can be arranged according to their
respective estimated rate distortion sopes and then
coded in an adaptive manner. Figure 4 depicts the
image decoder. Recall that the rate distortion slopes
of code blocks can be a so estimated at decoder. Thus,
the overhead of transmitting the scanning order of
code blocks from encoder to decoder is unnecessary;
thisis beneficial to the communication applications.

4 Experimental Results

The proposed CBRDE for arranging the scanning
order of code blocksisvaluated on grayscaleimages.
The test images, namely Barbara and Fingerprint are
shown in Fig. 5. The biorthogonal Daubechies
wavelet with 9/7-tap filtersis used. The compression
rateis measured in bits per pixel (bpp). The distortion
is defined as mean sgquared error (MSE). The
compression rates and M SE values are used to plot
the rate distortion curves. To avoid the overhead of
transmitting the contributions of code blocks, the
second tier of EBCOT, i.e. PCRD isreplaced by the
CBRDE-based ABO. For comparison, as most of
images’ energies are concentrated in the low
frequency subbands, the first tier of EBCOT
incorporated with a fixed scanning order starting
from the lowest frequency subband is evaluated.
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More specifically, the wavel et subbands of an image
are coded in azigzag order from the lowest frequency
subband to the highest frequency subband; the code
blocks within each subband are scanned from left to
right, top to bottom.

For images with textures such as Barbara, there
are many significant wavelet coefficients in the
middle and high frequency subbands. As shown in
Fig. 6, the coding performance can be significantly
improved at low bit rates. Figure 7 shows the
simulation results of Fingerprint image. It is noted
that the rate distortion curve obtained by the
proposed image coder is amost convex; this
demonstrates the benefit of the proposed CBRDE
when the embedded code stream of an image is
truncated at an intermediate point between bit-planes.

5 Conclusion

Wavel et transform has been adopted by JPEG2000 as
the underlying method to decompose an image into
subbands with orientation selectivity. It provides
many desirable properties, e.g. multiresolution
analysis, high correlation across wavel et subbands of
the same orientation, and energy clustering within
each subband; these properties are suitable for the
image compression applications. In EBCOT, all the
code blocks of an image are coded to generate aset of
code streams with their respective contributions to
the decoded image, based on which the optimal code
stream can be obtained by concatenating the suitably
truncated code streams through the PCRD algorithm.
As some code blocks, which are less important, are
not needed for the optimal decoded image at a given
bit rate, waste of computational power and memory
space may result. Furthermore, implementation of
the PCRD agorithm is one of the crucial issues. To
overcome the above-mentioned problems, a simple
context-based rate distortion estimation (CBRDE) is
proposed to arrange the scanning order of code
blocks in an adaptive manner. To avoid transmitting
the side information regarding the scanning order of
code blocks from encoder to decoder, the proposed
CBRDE is based on the MQ table, whichis available
at both encoder and decoder. The second tier of
EBCOT, i.e. PCRD can therefore be replaced by the
CBRDE-based adaptive block ordering (ABO).
Experimental results show that the rate distortion
curves are amost convex.

Recall that for each code block, the coding
procedure proceeds in distinct passes. Thus, the
proposed image coding with adaptive block ordering
can be extended to image coding with adaptive pass
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ordering, however, a the cost of increasing
complexity from the implementation point of view.
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Abstract: - This paper presents a CORDIC (Coordinate Rotation Digital Computer)-based split-radix fast
Fourier transform (FFT) core for OFDM systems, for example, Ultra Wide Band (UWB), Asymmetric Digital
Subscriber Line (ADSL), Digital Audio Broadcasting (DAB), Digital Video Broadcasting — Terrestrial
(DVB-T), Very High Bitrate DSL (VHDSL), and Worldwide Interoperability for Microwave Access (WiMAX).
High-speed 128/256/512/1024/ 2048/4096/8192-point FFT processors have been implemented by 0.18 (1p6m)
at 1.8V, in which all the control signals are generated internally. These FFT processors outperform the
conventional ones in terms of both power consumption and core area.

Key-Words: - 1P, FFT, split-radix, CORDIC, OFDM.

1 Introduction

High-performance fast Fourier transform (FFT)
processor is needed especially for real-time digital
signal processing applications. Specifically, the
computation of discrete Fourier transform (DFT)
ranging from 128 to 8192 points is required for the
orthogonal frequency division multiplexer (OFDM)
of the following standards: Ultra Wide Band (UWB),
Asymmetric Digital Subscriber Line (ADSL), Digital

Audio Broadcasting (DAB), Digital Video
Broadcasting — Terrestrial (DVB-T), Very High
Bitrate DSL  (VHDSL) and Worldwide

Interoperability for Microwave Access (WiMAX)
[1]-[8]. Thompson [9] proposed an efficient VLSI
architecture for FFT in 1983. Wold and Despain [10]
proposed pipelined and parallel-pipelined FFT for
VLSI implementations in 1984. Widhe [11]
developed efficient processing elements of FFT in
1997. To reduce the computation complexity, the
split-radix 2/4, 2/8, and 2/16 FFT algorithms were
proposed in [12]-[15].

As the Booth multiplier is not suitable for hardware
implementations of large FFT, we propose the
CORDIC-based multiplier. Moreover, we develop a
ROM-free twiddle factor generator using simple
shifters and adders only [1], which obviates the need
to store all the twiddle factors in a large ROM space.
As a result, the proposed CORDIC-based split-radix
FFT core with the ROM-free twiddle factor generator
is suitable for the wireless local area network

The National Science Council of Taiwan, under
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(WLAN)  applications.
high-performance
128/256/512/1024/2048/4096/8192-point FFT
processor is presented for the European and Japanese
standards. The remainder of this paper proceeds as
follows. In Section II, the split-radix 2/8 FFT
algorithm and the CORDIC algorithm are reviewed
briefly. In Section III, the reusable IP 128-point
CORDIC-based split-radix FFT core is proposed. In
Section IV, the hardware implementations of FFT
processors are described. The performance analysis
is presented in Section V. Finally, the conclusion is
given in Section VI.

In this paper, a

2 Review of Split-Radix FFT and

CORDIC Algorithm

2.1 Split-Radix FFT

The idea behind the split-radix FFT algorithm is to
compute the even and odd terms of FFT separately.
The even term of the split-radix 2/8 FFT algorithm is

given by
N/2-1 N
X2y = D, )+ x(n+ W (1)
n=0

27
where W,,,=e V2 and k=012,..,(N/2)-1.
The odd term is as follows:
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N/&1

Xt = D (6t~ 44
n=0

IO B

Wﬁ_g)mﬂ +x<n+7—év>m4 W

where k£ =0,1,2,..,(N/8) -1 and [=135,7. The
split-radix 2/8 FFT algorithm, which combined with
radix-2 and radix-4 proves effective to develop a
reusable IP 128-point FFT core.

2.2 CORDIC Algorithm
The CORDIC algorithm in the circular coordinate
system is as follows [16].

x(i+1) = x()) = 0,27 y(i) 3)
y(i+1) = y(i) + 0,27 x(i) “4)
2(i+1) = z(i) - o,0(i) (5)
a(i)=tan™' 27 (6)

where o, = sign(z(i)) with z(i) - 0 in the rotation
o; = —sign(x(i)) - sign(y(i))  with
y(i) = 0 in the vectoring mode. The scale factor:

k(i) is equal to /1+ O'i2 27%" . After n micro-rotations,
the product of the scale factors is given by

K = ﬁk(i) = ﬁ\h +274 (7)
i=0 i=0

Notice that CORDIC in the circular coordinate
system with rotation mode can be written by

X, cosz, sinz, || x,
=K . ;
Y —sinz, cosz, || ¥,

X X
where { 0} and { "} are the input vector and the
Y 0 y n

output vector, respectively, z,is the rotation angle,

mode, and

(8)

and K. is the scale factor. In [1], the circular rotation
computation of CORDIC was used for complex
jo

multiplication withe 7~ , which is given by

{Re[X']} _ [ cosf  sin «9}{Re[X]} ©)
Im[ X ] —sin@ cos@ || Im[X]

3 Reusable IP  128-Point

CORDIC-Based Split-Radix FFT Core

Figure 1 shows the proposed 128-point

CORDIC-based split-radix FFT processor, which can
be used as a reusable IP core for various FFT with
multiples of 128 points. Notice that the modified
split-radix 2/8 FFT butterfly processor and the
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ROM-free twiddle factor generator are used. In
addition, an internal (128 32-bit) SRAM is used to
store the input and output data for hardware
efficiency, through the use of the in-place
computation algorithm [1]

3.1 CORDIC-Based Split-Radix 2/8 FFT
Processor

For the butterfly computation of the proposed
CORDIC-based split-radix 2/8 FFT processor,
sixteen = complex  additions, two  constant
multiplications (CM), and four CORDIC operations
are needed, as shown in Figure 2. The CORDIC
algorithm has been widely used in various DSP
applications because of the hardware simplicity.
According to equation (9), the twiddle factor
multiplication of FFT can be considered a 2-D vector
rotation in the circular coordinate system. Thus,
CORDIC in the circular coordinate system with
rotation mode is adopted to compute complex
multiplications of FFT.

The pipelined CORDIC arithmetic unit can be
obtained by decomposing the CORDIC algorithm
into a sequence of operational stages. In [17], we
derived the error analysis of fixed-point CORDIC
arithmetic, based on which, the number of the
CORDIC stages can be determined effectively. For
example, the number of the CORDIC stages is 12 if
the overall relative error of 16-bit CORDIC
arithmetic is required to be less than 10 . The
pipelined CORDIC arithmetic unit with 12 stages and
an additional pre-scalar stage. In which, the
pre-calculated scaling factor K, ~1.64676 and the

Booth binary recoded format leads to 1.101001. The
main concern for the design of the CORDIC
arithmetic unit is throughput rather than latency. The
proposed CORDIC arithmetic unit in terms of gate
counts is less than 4 real multipliers significantly. In
addition, the power consumption can be reduced
significantly by using the proposed CORDIC
arithmetic unit; it has been reduced by 30%
according to the report of PrimePower® distributed
by Synopsys.

As the twiddle factors: W, and W, are equal to

V2
2
complex number, say (a +bj), times W, or W, can
be written by

iB 5

(a+bj)x(72<1—j))=72((a+b>+j<—a+b)>

i i
2

2

(1-j) and —g(1+j) , respectively, a

(10)

(a+bj)x( A+ = ((@=b)+ jla+b)) (11)
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where 72 can be represented as 1.0101010 using

the Booth binary recoded form (BBRF). Thus, the
CM unit can be implemented by using simple adders
and shifters only. Figure 3 shows the pipelined CM
architecture, which uses three subtractions/additions
and therefore improves on the computation speed
significantly.

Based on the above-mentioned CORDIC arithmetic
unit and CM unit, the computational circuit and
hardware architecture of the CORDIC-based
split-radix 2/8 FFT butterfly computation are realized.
As one can see, the pipelined CORDIC arithmetic
unit aims at increasing the throughput of complex
multiplications..

3.2 ROM-Free Twiddle Factor Generator

In the conventional FFT processor, a large ROM
space is needed to store all the twiddle factors. To
reduce the chip area, a twiddle factor generator is
thus proposed. Figure 4 shows the ROM-free twiddle
factor generator using simple adders and shifters for
128-point FFT. In which, the 16-bit accumulator is to
generate the value 2nz for each index n;

n=2"¢" _1 the 16-bit shifter is to divide 2nz by
N, and the 16-bit shifter/adder is to produce the
twiddle factors: 8y, 65", 65" and 6" . By using
the twiddle factor generator, the chip area and power
consumption can be reduced significantly at the cost
of an additional logic circuit. Table 1 shows the gate
counts of the full-ROM storing all the twiddle factors,
the CORDIC twiddle factor generator [1] and the
ROM-free twiddle factor generator.

4 Implementation of FFT Processors
The 128/256/512/1024/2048/4096/8192- point FFT
processors. In which, the radix-2 and split-radix 2/4
butterfly processors [1] using the pipelined CORDIC
arithmetic units and twiddle factor generators are
implemented; and moreover, two memory banks
(4096/2048/1024/512/256/0  x 32-bit and
8192/4096/2048/1024/512/256/128 x 32-bit) are
allocated for increased efficiency by using the
in-place computation algorithm [1]. Hardware
architecture is shown in Figure 5.

The hardware code written in Verilog® is running on
a workstation with the ModelSim® simulation tool
and Synopsys” synthesis tool (design compiler). The
chips are synthesized by the TSMC 0.18 wm Ip6m
CMOS cell libraries [18]. The physical circuit is
synthesized by the Astro” tool. The circuits are
evaluated by DRC, LVS and PVS [19].

The layout view of the8192-point FFT processor is
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shown in Figure 6. The core areas, power
consumptions, clock rates of 128-point, 256-point,
512-point, 1024-point, 2048-point, 4096-point and
8192-point FFT processors are shown in Table 2. All
the control signals are internally generated on-chip.
The chip provides both high throughput and low gate
count.

5 Performance Analysis of The

Proposed FFT Architecture

FFT processors used to compute 128/256/512/1024/
2048/4096/8192-point FFT are composed mainly of
the 128-point CORDIC-based split-radix 2/8 FFT
core; the computation complexity using a single
128-point FFT core is O(N/6) for N-point FFT. The

log-log plot of the CORDIC computations versus the
number of FFT points is shown in Figure 7. As one
can see, the proposed FFT architecture is able to
improve the power consumption and computation
speed significantly.

6 Conclusion

This paper presents low-power and high-speed FFT
processors based on CORDIC and split-radix
techniques for OFDM systems. The architectures are
mainly based on a reusable IP 128-point
CORDIC-based split-radix FFT core. The pipelined
CORDIC arithmetic unit is used to compute the
complex multiplications involved in FFT, and
moreover the required twiddle factors are obtained by
using the proposed ROM-free twiddle factor
generator rather than storing them in a large ROM
space.

The CORDIC-based
128/256/512/1024/2048/4096/8192-  point  FFT
processors have been implemented by 0.18 um

CMOS, which take 395 us, 176.8 us , 77.9 us ,
336 us, 14 us, 5.5 us and 1.88 us to compute

8192-point, 4096-point, 2048-poin, 1024-point,
512-point, 256-point and  128-point  FFT,
respectively.

The CORDIC-based FFT processors are designed by
using the portable and reusable Verilog®. The
128-point FFT core is a reusable intellectual property
(IP), which can be implemented in various processes
and combined with an efficient use of hardware
resources for the trade-offs of performance, area, and
power consumption.
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Table 1 Hardware requirements of the full-ROM, the CORDIC Table 2 Core areas, power consumptions, clock rates of
twiddle factor generator [1], and the ROM-free twiddle factor 128-. 256-, 512-, 1024-. 2048-, 4096- and 8192-point FFT
generator

Full-Twiddle Factor ROM 1bit~1gate FFT Size | Core Area Power Clock
8192-Point ROM Consumption Rate
4K x16bit 128-point | 2 28mm>
CORDIC Twiddle Factor Generator (T. Y. Sung, 2006) [1] 80mW 200MHz

-NO1 2
16-bit CORDIC 11-bit Adder  11-bit Shifir _ 16-bit Shifter _16-bit Adder 256-point | 2 37mm

~ 18K bit ~150 gates ~ 50 gates ~ 90 gates ~ 200 gates 84mW 200MHz
512-poiint | 2 49;m?

ROM-free Twiddle Factor Generator (Sung, Hsin and Cheng, 2008)

88mW 200MHz

16-bit Accumulator 16-bit Register 16-bit Shifter 16-bit Shifter/Adder

-noi 2
~200gates ~32gates  ~90gates ~90x2+200x2 gates 1024-point | 2 62mm

94mW 200MHz

2048-point | 2 81ym?
99mW 200MHz

4096-point | 3 105m?
106mW 200MHz

8192-point | 3 62/mm?

117mW 200MHz
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