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Over the past decade, product and process technology
migrations have been due to short product life cycle.
Under this circumstance, companies have to develop
more advanced technology and purchase sophisticated
tools to meet the market demand and reduce
manufacturing cost as well. When process technology
migration occurred, DRAM manufacturers always used
the past experiences to handle the migration.

However, the challenge is totally different to the
past that causes the manufacturers have to suffer
many unexpected difficulties.

In this work, an integrated model for technology
migration is proposed. There are two major issues
regarding the technology migration, the time schedule
of technology migration and production planning &
control during the migration period. Regarding to the
time schedule setting, a time-cost function of
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capacity expansion should be developed.
Simultaneously, the relationship between the capacity
of new technology generation and its unit
manufacturing cost should be analyzed.

Based on the above information, a wafer release
schedule of new technology under the minimal capacity
cost can be defined. In the second year, a production
planning and control model will be developed. The
production planning will focus on CCR (Capacity
Constraint Resources) to define the complete wafer
release schedule and apply X-factor to schedule the
production processes during the migration period.
There are two control mechanisms to control and
monitor the migration which are real time control and
predicting control module. In the real time control
module, WIP status is the important factor to decide
to trigger rescheduling module or not. Besides, a
foresee function will be performed by predicting
control module which will trigger the rescheduling
module by the bias between loading and capacity
curves. The solution of the issues of technology
migration is proposed. It represents an efficient and
effective migration will be performed during the
technology migration period. We expect this model can
be applied to the other industries with same
situation.

Technology migration, DRAM, X-factor, Production
planning and control
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Over the past decade, product and process technology migrations have been due to short product life

cycle. Under this circumstance, companies have to develop more advanced technology and purchase
sophisticated tools to meet the market demand and reduce manufacturing cost as well. When process
technology migration occurred, DRAM manufacturers always used the past experiences to handle the
migration. However, the challenge is totally different to the past that causes the manufacturers have to suffer
many unexpected difficulties.
In this work, an integrated model for technology migration is proposed. There are two major issues regarding
the technology migration, the time schedule of technology migration and production planning & control
during the migration period. Regarding to the time schedule setting, a time-cost function of capacity
expansion should be developed. Simultaneously, the relationship between the capacity of new technology
generation and its unit manufacturing cost should be analyzed.

Based on the above information, a wafer release schedule of new technology under the minimal capacity
cost can be defined. In the second year, a production planning and control model will be developed. The
production planning will focus on CCR (Capacity Constraint Resources) to define the complete wafer release
schedule and apply X-factor to schedule the production processes during the migration period. There are two
control mechanisms to control and monitor the migration which are real time control and predicting control
module. In the real time control module, WIP status is the important factor to decide to trigger rescheduling
module or not. Besides, a foresee function will be performed by predicting control module which will trigger
the rescheduling module by the bias between loading and capacity curves. The solution of the issues of
technology migration is proposed. It represents an efficient and effective migration will be performed during
the technology migration period. We expect this model can be applied to the other industries with same
situation.

Keywords: Technology migration, DRAM, X-factor, Production planning and control
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Abstract: Over the past decade, product and process technology migrations have been due to short product
life cycle. Under this circumstance, companies have to develop more advanced technology and purchase so-
phisticated tools to meet the market demand and reduce manufacturing cost as well. When process technology
migration occurred, DRAM manufacturers always used the past experiences to handle the migration. How-
ever, the challenge is totally different to the past that causes the manufacturers have to suffer many unex-
pected difficulties.In this work, an integrated model for technology migration is proposed. Regarding to the
time schedule setting, a time-cost function of capacity expansion should be developed. Based on the above
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information, a wafer release schedule of new technology under the minimal install cost can be defined.

Keywords: Technology migration; DRAM; Capacity expansion; install cost
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Due to short life cycle of DRAM industry over the past decade, the product generation and technology

migration have to be quickly enhanced. When technology migration occurred, DRAM companies always
used the past experiences to proceed with process changes. However, the issues are totally different
particularly in the best practice of technology migration that caused the companies suffered many
uncertainties. In this work, a model to determine the timing of technology migration is proposed. The model
is based on technology roadmap to set the timing of migration under maximum profit condition. A stable
growth trend is assumed for market demand to decide the revenue. Furthermore, the time-cost function of
new generational equipment and the theory of learning curve are introduced as the factors to determine the
manufacturing cost and profit. Consequentially, the best timing is determined with maximum profit.

1 INTRODUCTION

DRAM industry is a capital intensive, high-tech
industry with complex processes and technology
migration for DRAM manufacturers has been a very
challenging aspect and more time consuming. Since
there is no any physical capacity expansion over the
past 5 years in Taiwan, all DRAM manufacturers
were relying more than ever on technology
migration to increase supply and reduce cost.
Furthermore, product generation and technology had
been quickly enhanced due to short product life
cycle. When new technology emerges, it reveals that
a lower cost and more effective operation model
emerged [Cainarca, 1989]. Simultaneously, it also
means the current competitive advantages of the
company will be jeopardized [Hastings, 1994].
Under this circumstance, manufactures have to
launch new technology and retrofit generational
equipment to meet the market demand and reduce
manufacturing cost. Chou et al. pointed out the
technology life cycle of  semiconductor
manufacturing usually won’t be over three years and
the time of technology generational transition should
take about nine months. Therefore, the
semiconductor manufacturers always face the
dilemma between capacity expansion and new
technology migration. Generally, the major
competition factor of DRAM industry is the

manufacturing cost. That is why the frequency of
technology migration is higher than foundries.

There are many researches regarding to the
influence of new technology introducing. Chand
and Sethi based on the enhancement of process
stability by the new generational equipment to plan
the replacement of new generation capacity.
However, the impacts on the other factors and the
lead time of replacement were not taken into account.
Cohen and Halperin proposed a method to determine
the timing of technology migration which was based
on the price changes of new equipment as well as its
impact on the cost to find the best timing for
migration. Rajagopalan et al. combined the above
two studies and proposed a capacity planning model
under the impact of technology evolution. The linear
programming was applied and the concept of
timeline was added to the decision of capacity
expansion or replacement decisions. Pak et al.
proposed a methodology of capacity planning which
focused on the capacity shortage to plan the capacity
requirement and the influence from cost of new
technology capacity was taken into account.
Furthermore, the sensitivity analysis was applied to
determine how sensitive of this plan in the changes
of market demand. Chien and Zheng proposed a
mini—-max regret strategy for capacity planning
under demand uncertainty to improve capacity
utilization and  capital effectiveness in
semiconductor manufacturing. Seta et al. studied



optimal investment in technologies characterized by
the learning curve. They emphasized that if the
learning process is slow, firms invest relatively late
and on a larger scale. If the curve is steep, firms
invest earlier and on a smaller scale. It is obvious
that most of these researches focused on the market
demand to decide the timing of technology
migration. However, the market demand is full of
uncertainties and hard to handle. Therefore, there
will be great difficulty in the practical applications.

The purpose of this work is to propose a model
to determine the timing of technology migration.
The model is based on technology roadmap to set
the timing of migration under maximum profit
condition. A stable growth trend is assumed for
market demand to decide the revenue. Furthermore,
the time-cost function of new generational
equipment and the theory of learning curve are
introduced as the factors to determine the
manufacturing cost and profit. Consequentially, the
best timing is determined with maximum profit.

2 TECHNOLOGY MIGRATION
DETERMINATION MODEL

The purpose of technology migration is to make
more profit for the company. Under the assumption
of demand stable growth, the best timing of
technology migration is the time which can make the
maximum profit for the company. Based on the
literature review and market survey, the trend of
DRAM unit cost and market price is as Fig. 1.
Because the equipment depreciation and product
yield is stable under the current production status,
the production cost of per giga bit DRAM is almost
the same. However, the market price will be dropped
off due to the business strategy, new product or
technology emerged. The trend of market price can
be gotten from history data. Regarding to the unit
cost produced by new technology, it will be higher
than current mature technology due to the higher
price of new equipment and lower yield of
production in the beginning. However, the yield will
be improved after a period of time and the unit cost
also can be dropped off and even lower than the
product from current technology. Based on the
abovephenomena, it shows that the best timing of
technology migration will be occurred between the
emerged time of new technology and the next
generation technology.

New tech. Next new
start time ¥ tech.start time

Current tech. unit cost

—— New tech. unit cost
—— Market unit price
| ----- Next new tech. unit cost |
| ----- Futrue market unit price

Time T

Fig. 1. The relationship between unit cost and
unit price of per giga bit DRAM

In order to analyse and establish the model
easily, we called the horizon between the emerged
time of new technology and the next generation
technology as the life cycle of new technology and
divided it into n periods. The profit function is
established as Eqg. 1 and there are three parts, total
revenue, total manufacturing cost and the income of
equipment disposal, included. The details are
described in the follows.

t-1
TP(®) = Ry +Rg) = () (FCoy +VCy1)

i=1

- ?:t(FCg,i + VCg,i)) + Ig—l,t(l)

Where
TP(t) : Total profit which the technology
migrated from t period
t :  The time of technology migration
R; © Revenue of j generation technology
FC,; - Fixed cost of g generation
technology per period which is
migrated at i period
FC,_, - Fixed cost of g-1 generation

technology per period
VC,; : Variable cost of g generation

gl
technology per period which is
migrated at i period
VC4_y + Variable cost of g-1 generation

technology per period
Iy_y¢ * The income from the deposal of g-1
generation equipment at t period

2.1 The Function of Total Revenue
The environment of supply demand balance is

an assumption of this work. Therefore, all products
can be sold by market price. The total revenue



means the revenue of n periods. If the new
technology is migrated at t period, the revenue from
current technology will be the revenue from period 1
to period t-1 and the revenue from new technology
will be from period t to period n. Down below is the
equation of current technology revenue andnew
technology revenue.

2.1.1 The Revenue from Current Technology

If the current technology is not eliminated after
new technology emerged, the current technology is
still  under production. Because the current
technology is under a stable stage, the market price
and production quantity of the company will keep
almost the same. Therefore, the revenue from
current technology is established as follows.

t—-1
Rg—l = Z(Pg—l X Qg—l,i) (2)
i=1
Where
P,_, : The average market price of
g-1 generation technology
Qg-1; : The total quantity of g-1

generation
period i

technology at

2.1.2 The Revenue from New Technology

The calculation of the revenue from new
technology is still formula by the price multiplying
the quantity. Due to the new technology belonging
to the growing stage, the market price and
production quantity of the company will be changed
by time. Based on the historical data analysis, the
market price can be modelled as a Sigmoid function.
The output of Sigmoid function is between 0 and 1.
Therefore, the managers should forecast the rate of
price change and the saddle point of price curve.
Besides, the normalization is used to fit the actual
DRAM price. Regarding to the production quantity,
due to the unfamiliarity of new technology process,
the yield of products will be lower in the beginning.
After a period of time, the yield can be improved
and products quantity will be increased as well. This
concept is similar to the learning curve. Therefore,
the concept of learning curve is applied to model the
production quantity of new technology. The
equation of the revenue from new technology is as
follows.

Ry = ) (PyiX Q) 3)
i=t
Pg,i =X X (Pg,Max - Pg,ML‘n) + Pg,ML'n (4)
B 1 ®)
X =Ty eaen
logcy (6)
Q; =1Q x 1—(NPtX(i—t+1)l°92)

Where
P,; : The average price (_)f g generation
technology at i period

Py max + The maximum price of g generation
technology
Py min * The minimum price of g generation
technology
X : The normalization value of Sigmoid
function

a : The rate of price change
T : The saddle point of Sigmoid function
Q; : Production quantity at i period
1Q : Release quantity per period
NP, : The initial failure rate of new
technology
¢, * The learning rate of production
failure rate, set by the managers

2.2 The Function of Total Cost

As the characteristics of DRAM industry, the
company can get more profit from new generation
technology. However, a huge of cost should be paid
for new generational equipment behind profit. This
cost is called as capacity acquired cost. Therefore,
the calculation of production cost can be divided
into two part, fixed cost and variable cost. The fixed
cost is the cost of equipment for new technology and
the depreciation of current equipment. There is no
depreciation for the deposal equipment. The variable
cost is the expense for the production. The details
are as follows.

2.2.1 Fixed Cost of New Technology

Due to the migration to new generational
technology, the new generational equipment is
required. Generally, the price of new generational



equipment will be reduced by time. In this work we
assume the price will be linear decreasing. Besides,
the required equipment quantity depends on its
throughput. Based on these concepts, the fixed cost
is formulized as follows.

MPg,i X xg,i (7)

FC; = ( —RFCy_y) + FCy_y
MP,; = MP;,—D X (i—1) (8)
p = MPoo —RYy ©)
m
Co1 X Xg_ 10
Xy = luj i1 (10)
Cg
C, = MP, x CP, X ICC, (11)
Where
Xgi - The quantity of generation g
equipment which purchased ati
period
D : The reducing value of equipment
per period
MP,; : The price of generation g
equipment which purchased at i
period
RFC,_, © The fixed cost of generation g-1
equipment which is disposed at
period t
RV, : The residual value of generation
g equipment

m - Numbers of depreciation period
Cy - The capacity of generation g

equipment

MP, : The wafer numbers which
producing by the generation g
equipment

CF,: The numbers of IC which
producing by the generation g
equipment

ICC, © The memory size per die which

producing by the generation g
equipment

2.2.2 Variable Cost of New Technology

Generally, the variable cost of production will
decrease as the yield increase. The yield increasing
is the result of the mature of co-operating in man-

machine and the accumulation of engineer’s
experiences. Therefore, the variable cost will present
same as the concept of manufacturing progress
function and it is applied in the formulation of
variable cost.

logcy

VCgi = Ce(i—t+ 1)Toez (12

Where
C, : The wvariable cost which the
migration occurred at t period
¢, © The learning rate of variable cost,
set by the managers

2.3 The Income from the Disposal of
Equipment

The equipment which cannot process the new
generation technology will be disposed. The income
from the disposal of equipment is as the following
equation.

Iy 10 =MPy_1: XYy 1 (13)

Where
MP,_;, : The price of g-1 generational

equipment at t period

The equipment quantity of g-1

generational equipment

Yg-1.¢ *

3 NUMERICAL EXAMPLE

Here, a numerical example is illustrated to
demonstrate the modelling and determination
process of the proposed model. The environment of
this example is a 300mm DRAM fab with 30K
wafers per month. The major product is DDRII and
1300 chips per wafer. New generation technology is
DDRIII and 1800 chips per wafer. The sales quantity
is equal to the production quantity under the
assumption of strong market demand condition.
Besides, the duration of period is one month and all
cost, price and revenue are counted by US dollar.
The following is the detailed modelling and
determination process. Furthermore, t=8 is assumed
for all calculation.

3.1 Total Revenue



3.1.1 The Revenue from Current Technology

Assume the price of current technology is $0.8
per giga bit and production yield is 0.98. Therefore,
the revenue from current technology is as follows.

7
Ry = 2(1.2 x 1300 x 30K x 0.98)
i=1
= 45,864,000 x 7
= 321,048,000

3.1.2 The Revenue from New Technology

Regarding to the price of DDRIII, the data from
Aug. 2009 to July 2012 is collected to formula the
Sigmoid function. Assume the parameters of
Sigmoid function T is 16 and a is 0.3. The maximum
and minimum price of DDRIII is 2.5 and 1.2. The
price of new technology is as follows.

1
T 1 + e03x(8-16)

g = 09168 x (2.5 —1.2) + 1.2 = 2.3918

=0.9168

Pe

Due to the improvement of product yield, the
production quantity will increase. Assume the
product yield is 0.45 in the beginning of migration
and c; equals to 0.85. The production quantity of
period 8 is calculated as follows.

Qgs = 54,000K
x (1
— (055
x(8—8
+_1)—02345))
= 23,220,000

- log0.9 = 0152

17 log2 '

The revenue from new technology is as follows.

36
Rg = Z(Pg,i X Qg;) = 1,504,087,017
i=8

3.2 Total Cost

3.2.1 Fixed Cost

Assume the depreciation for equipment is six
years. Three sets of g-1 generation should be
replaced and their original cost is 0.1 billion. Total
equipment cost of old technology excluding the

disposals is 2 billion. The parameters of product by
new and old technology are as follows.
ICC,=1GB, CP4=1800, MP,=10000
ICC4.1=1GB, CP,.,=1300, MP,,=10000
Therefore, Cq and Cgy.; equals to 18,000,000 and

13,000,000. The new generational equipment
quantity can be determined by Eq. 10.
13000000 - 0.98 x 3
Xy = 1=3

&~ | 18000000 + 0.61

Assume the price of new generational equipment
is 1 billion per set in the beginning and its residual
value is 0.2 billion. Therefore, if the new
generational equipment is purchased at period 8,
its price is calculated as follows.

100,000,000 — 20,000,000

D= =1,111,111
72
MP;s = 100,000,000 — 1,111,111 X 7
=$92,222,222

Based on the assumptions above, the total fixed
cost is calculated as follows.

92,222,222 x3 2,000,000,000
chg = +

72 72
= 31,620,370

7 36
Z FCyoy+ Z FCy,
i=1 i=8

=1,121,157,407

3.2.1 Variable Cost

Assume ¢, = 0.82, C=10,600,000 and VC,
1i=7,141,000

Thena, =10g0.82 /log2 = —0.377069649

VCq = 10,600,000(8 — 8 + 1)~ 0377069649

= 10,600,000
36

Z VCy; = 156,956,539

i=8

The following is the calculation of total variable
cost.

7 36
Ve = Z VG + Z Ve,
i=1 i=8

= 7_,141,000 X 7 + 156,956,539
= 206,943,539



The total cost is fixed cost plus variable cost.

Total Cost =
1,121,157,407 +
206,943,539 =1,328,100,946

3.3The Income from the Disposal of
Equipment

Assume the disposal equipment has been
purchased for 47 months at the time of new
technology emerged. Therefore, the total value at the
period 8 is as follows.

Ig—1,8
100,000.900%98 » 17 + 100,000,000 x 0.2

= ( 72 3 ) X 3
= 38,888,888

3.4Total Profit

Finally the total profit is as follows if the
technology migration occurred at period 8.

TP(8) = (321,048,000 + 1,504,087,017)
—1,328,100,946 + 38,388,388
= 535,922,959

Based on the above calculation, the relationship
of total profit vs. the migration time t is shown as
Fig. 2.

500 ) ane W
400 / \
B CSUUSIUSUEY

Million

1 3 5 7 9111315171921 23 252729313335

Fig. 2. The relationship between total profit and
migration time t

The best time for generational transition can be
determined as period 7 from Fig. 2.

4 CONCLUSIONS

DRAM industry is a capital intensive, high-
tech industry and the product generation has been
quickly enhanced. Due to the huge investment for

the technology migration, the migration timing is
very important for the company. In this work, a
model to determine the best timing for the
technology migration is established. The maximum
profit is the objective to determine the migration
time in the model. All revenue and cost of
technology migration are considered. We expect this
model can be applied in other industries with same
situation.
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Due to product life cycle has been shortened rapidly, it forces the product generation and technology should
be enhanced quickly. When technology generation change occurred, DRAM manufacturers always used the
past experiences to handle the change process. However, the issues are totally different and it made the
companies suffered many difficulties. In this work, a production planning and control model is developed.
The production planning focuses on CCR (Capacity Constraint Resources) to define the complete wafer
release schedule and apply X-factor to schedule the production processes during the migration period.
Regarding to the shop floor control, there are two control mechanisms to control and monitor the migration
process, real time control and predicting control. WIP status is the important factor to decide whether the
production planner needs to launch the rescheduling module or not in the real time control portion. Besides, a
foresee function is performed by predicting control portion which firing the rescheduling module by the bias

between the loading and capacity curves.

1 INTRODUCTION

DRAM industry is a capital intensive, high-tech
industry with complex processes. Nevertheless,
product generation and technology had been quickly
enhanced due to short product life cycle. When new
technology emerges, it reveals a lower cost and more
effective operation model (Cainarca, 1989).
Simultaneously, it also means the current
competitive advantages of company will be
jeopardized  (Hastings, 1994). Under this
circumstance, manufactures have to launch new
technology and retrofit generation equipment to
meet the market demand and reduce manufacturing
cost. Chou, Cheng, Yang and Liang (2007) pointed
out the technology life cycle of semiconductor
manufacturing usually won’t be over three years.
Therefore, the semiconductor manufacturers always
face the dilemma of new technology migration.
Generally, the major competition factor of DRAM
industry is the manufacturing cost. That is why the
frequency of technology migration is higher than
foundries.

When migration occurred, DRAM manufactures
always used the past experiences to handle the
migration. However, the issues are totally different

that caused the manufactures suffered many
unknown difficulties. Generally, the production
planning of technology migration should take the
planning result of high-level strategy into account,
such as the start time of migration, output target of
new technology...etc., to set the migration tempo
and capacity switching schedule. Nevertheless, the
uncertainties and dynamic factors of shop floor (ex:
machine breakdown, schedule delay for new
generation equipment or equipment retrofit...etc.)
can not be taken into consideration in the high-level
strategy. Besides, the high-level decision is based on
the prediction of technology roadmap, there will be
some changes and biases between the setup of high-
level strategy and the execution of technology
migration process. In order to guarantee a smooth
and successful migration process, a robust and
effective production planning and control model of
shop floor for technology migration is very
important.

Many researches have proposed some methods for
production planning and shop floor control of
semiconductor manufacturing. Regarding to the
production planning, queuing theory, linear
programming and mean value analysis are usually
applied to estimate the capacity requirement of



workstations and wafer release quantity (Iwata, Y.,
Taji, K. and Tamura, H., 2003; Walid and Gharbi,
2002; Chou and You, 2001). Nevertheless, the
system uncertainty and the risk of investment are not
taken into account. Besides, many researches
focused on release policy (Glassey, C. R. and
Resende, M. G. C., 1998a & 1998b; Wein, 1988,
Lou, 1989a &1989b; Spearman, M. L., Woodruff, D.
L., and Hopp, W. J., 1989&1992; Bowman, 2002;
Hung & Leachman, 1996). Either opened-loop or
closed loop policy is based on the normal production
situation and does not think of the events of products
generation changes, equipment retrofit and new
equipment move-in. According to the shop floor
control, many dispatching rules were developed to
fulfil the purpose of higher production performance
(Dabbas & Flowler, 2003; Lee & Kim, 2011; Louw
& Page, 2004; Hsieh & Hou, 2006; Hung and Chang,
2002; Uzsoy et al., 1992). Nevertheless, the issues
of process migration were not considered either in
the release policy nor shop floor control rule. In
general, the production system will be more
complicated during the technology migration period,
such as the instability of products mix, the changes
of capacity. Therefore, the proposed methods won’t
be satisfied the requirements. Moreover, the
experiences of semiconductor management showed
that the production management will be extremely
complicated when there are over three generation
products produced in the same time. System
performance will be difficult to keep in such a
circumstance. Hence, an efficient and effective
planning and shop floor control model for a varied
system can not only solve the technology migration
issues but also be applied to the foundry with
multiple generation products.

This paper investigates the technology migration of
DRAM industry from manufacturing point of view.
In this work, a production planning and control
model of technology migration was developed.
There are two portions in this model including
production planning and shop floor control. The
production planning focused on CCR to define the
complete wafer release schedule and applying X-
factor to schedule the production processes and
equipment retrofit during the transition period.
Regarding to the shop floor control, there are two
control mechanisms to control and monitor the
migration process, which are real time control and
predicting control module.

2 PRODUCTION PLANNING
MODULE

As mentioned above that the migration process has
to fulfil the target of high-level strategy. The major
decision factors of high-level strategy include the
fluctuation of future demand, technology
development and company financial situation. The
complication and variation of production system are
difficult to take into account in the strategy level.
Therefore, a robust planning and control model not
only can help to a successful migration process but
also to find out various migration problems in
advance. In production planning module, the major
target is to transfer the output targets of new
generational products to execution plan. The plan
includes the wafer release plan of new/old
generational products, the release plan of new
generational equipment and equipment retrofit plan.
Generally, the placement of new/old generational
products will be progressed step by step. Hence, the
migration period is divided into several time periods
for planning. Furthermore, X-factor is applied to the
scheduling process. The following is the procedure
of production planning.

Step 1. Set up the time unit

It can be defined as a day, three hours.. .etc.
Step 2. Plan wafer start schedule

In this step, the wafer start schedule of new/old
generational products should be planned by
referring the output target of new generational
products. Generally, top management will hope to
keep the total output of factory as before. However,
the manufacturing complexity of new generational
products may be higher than old one and it will
result to the total output decreasing. Therefore, the
total output during migration period should be
planned in this step. The sub-steps are as follows.

1) Identify Capacity Constraint Resources (CCR)

Generally, the CCR will be only one of
equipment in a factory. However, due to the
heavy investment of equipment, several
workstations are highly utilized. If we assign
the equipment with the highest utilization to be
the CCR and based on this CCR to make all
plans, the issue of bottleneck shifting will be
occurred. Hence, multiple CCRs are suggested
and can be the equipment with the utilization
rate being higher than the predefined value.

2) Calculate capacity consumption rate of CCRs

by new and old generational products
Because the new/old generational products will
be processed by the same equipment, the



capacity consumption rate should be decided
for the calculation of migration plan. The
equations are show as follows.

C
CR,, =—2 1)
Cy,
CNM = RNq PTiNqM
g=1 i=1 (2)
y m
Co, =ZRORZPTMM
k=1 j=1 (3)
A
RNq =— 1
2 A
= (4)
Rok = yﬂk
A
B ©)
Where
CR,, The capacity consumption rate of

new to old generational product in
CCRM
C,. : The average required capacity for
the new generation product in CCR
M
Co : The average required capacity for
the old generation product in CCR
M
Ry : The ratio of product q in new
generational products
R, : The ratio of product k in old
generational products

A, i Arrival rate of product p

PTiww  The ith processing time of product
- qinCCRM

PTiom  The jth processing time of product
- kKinCCRM

3) Compute the reducing quantity of old
generational products

Based on the capacity consumption rate,
the reducing quantity of old generational
products can be calculated by the
following equation.

AQy =Qy xCR, (6)

Where
AQ, -The reducing quantity of old
erational products
-The required quantity of new
erational products

4) Release new and old generational
products by uniform distribution
Step 3. Apply X-factor to pre-schedule all
production processes

In this step, the concept of X-factor will be applied
to schedule all production process including WIP
and new release products, and calculate the loading
of CCRs in all time periods. The definition of X-
factor is as equation (7) and it has to be defined by
new/old generational products and equipment.
Regarding to the detailed calculation equations of
workstations for the wafer fabrication, please refer
to Tu, Lu and Chang (2009).

pm

b )

C
X - Factor,, =
R

Where
CTpp: The cycle time of product p in

equipment m
. The raw processing time of

product p in equipment m

RPT

Step 4. Plan equipment retrofit schedule

In order to fulfill the manufacturing requirements
of new generational products, some kinds of
equipment should be retrofitted. During the
equipment refurbishment period, it cannot work
and the capacity will lose. Furthermore, it may hurt
the factory throughput if the loss belongs to the
bottleneck machine. In this step, the equipment
loading from schedule result of step 3 has to apply
to compare to the provided capacity. The
equipment retrofit can be scheduled when the
loading is under capacity.

Step 5. Come back to step 2 and recalculate X-factor
when the product mix of new/old generational
products changed.



3 SHOP FLOOR CONTROL
MODULE

Regarding to the shop floor control, there are two
control mechanisms to control and monitor the
migration process including real time control and
predicting control module.

3.1 Real Time Control Module

Generally, WIP status is an important and
sufficient information to reflect the production
situation. If WIP level in front of workstation is too
high, it reveals the capacity of this workstation is
insufficient or there is something wrong in
dispatching. Contrarily, low WIP level indicates
some problems occurred in upstream workstations or
wrong dispatching. Both situations cannot achieve
the target of plan. In the real time control module,
actual WIP level is taken as an indicator to judge the
rescheduling mechanism should be launched or not.
The buffer management concept of TOC is applied
to control CCRs. Besides, the queuing theory and
the capability of factory management are used to
define the high and low control limits. When WIP
level is over these limits, the response module will
be triggered. The control limits are defined as the
following equations.

HL, = (4, x PW > 0) x EW,) x (1 + @)

8)
LL, :(},j x P(W >0)><EWJ.)><(1—0{) ©)
P(W >0) =77 xEW, (10
EW _ C:j +C; . TJ- (pj/2mj+1—l)
: 2 mj(l_pj) (12)
Where

A; - Avrrival rate of workstation j

_ Parameter of capability of factory
" management ( 0~1)

EW,: Expected waiting time of workstation j
C,;* Number of machines for workstation j

p;+ Utilization rate of workstation j

2 - Squared coefficients of variation (SCV) of
4 inter-arrival time of workstation j

Cfj . SCV of service time of workstation j

3.2 Predicting Control Module

As mentioned above, the real time control module
is based on current shop floor information to
diagnose the plan can be achieved or not. However,
current shop floor status is the execution result. If
the result is far away from the plan, the most
possible action is to revise the plan. It seems behinds
manager’s expectation. Therefore, a predicting
control function is needed in the shop floor control
module. In predicting control module, a foresee
function will be performed which will trigger the
response module when the bias between loading and
capacity curves is over the predefined deviation
tolerance (DT). The major task of the foresee
function is to predict the production situation in the
future. The deterministic simulation is applied to this
function. Based on the deterministic simulation, the
loading curves of CCRs by time can be defined. As
to the capacity curves of CCRs, they can be derived
from current capacity, the move-in schedule of new
generational equipment and equipment retrofit plan.
Fig. 3 is an example of equipment capacity curve
and loading curve. Besides, as everyone knows that
the accuracy of prediction will decrease as the time
increasing. Therefore, the time factor should be
considered into the bias tolerance. The equation for
defining the deviation tolerance is as follows.

DT = fxnxC, (13)

Where
[ Parameter of capacity deviation

N:  The time period
C,: The capacity of period n

4 CONCLUSIONS

Technology  migration is  imperative  for
semiconductor manufacturing, particularly  for
DARM industry. The migration of technology will
result in dramatic decreases in manufacturing cost
and significantly increases competitive advantage.
Nonetheless, how to guarantee a smooth and
successful migration is very crucial. Therefore, the
solution of the production planning and control of
technology migration for DRAM industry is
proposed in this work. There are two major modules



developed in this model, one is production planning
and the other is shop floor control. The production
planning module is based on the output plan of new
generational products to come out the wafer start
schedule of new/old generational products,
equipment retrofit schedule and move-in schedule of
new generational equipment. The shop floor control
module includes three sub-modules, real time
control, predicting control and response module.
Through the shop floor control module, the
execution can be monitored and controlled to meet
the plan target.

Regarding to the future works, the response module
can be enhanced. An ideal response module should
provide the detailed action items instead of direction
when the abnormal situation occurred. Therefore, an
intelligent system should be set up in this module.
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Abstract. DRAM industry is not only among the largest manufacturing industries in the world, but
also the most competitive. Furthermore, due to DRAM business is characterized by short life cycles,
along with highly competition, the manufacturers are forced to migrate to advanced technology
quickly. Under this circumstance, the manufacturers have to launch new technology and purchase
generational equipment to meet the market demand and reduce manufacturing cost frequently.

This paper investigates the technology generational transition of DRAM industry from
manufacturing and planning perspectives. The concept of TOC is applied to schedule the production
plan of the new/old products. Regarding to shop floor control, three definitions of cycle time are used
to diagnose the production status. Finally, the workload ratio of bottleneck is used for the release
decision to adjust the thythm of production.

Introduction

DRAM industry is a capital-intensive, high-tech industry with complicated manufacturing process.
Due to the short product life cycle, product generation and technology had been forced to quickly
enhance. When new technology emerges, it reveals a lower cost and more effective operation model
[1]. Therefore, manufactures have to launch new technology and retrofit generational equipment to
meet the market demand and reduce manufacturing cost. Besides, as the characteristic of DRAM, the
objective of production plan is to maximize the shipment. Consequently, “make to stock” is the
general production type. The target of production will be guided to maximize the utilization of
equiment to increase the total output. It will make more profit for the comany in the uptrend. However,
when the supply exceeds the demand or the technology migrates quickly, this production mode will
result in some issues, such as the difficulties of production scheduling, a fault of bottleneck
identification and cycle time out of control. After the financial crisis in 2008, DRAM industry is
coming to the micro-profit era with quick evolution of product generation. Under such a circumstance,
DRAM manufacturing company should phase in new generation technology and phase out the
current technology rapidly, otherwise, the company will get into plights. Therefore, a planning and
control model to expedite the process of technology generational transition with low inventory and
cost is very important.

There are many researches about the methods for production planning and shop floor control of
semiconductor manufacturing had been proposed. Queuing theory, linear programming and mean
value analysis are usually applied to estimate the capacity requirement of workstations and wafer
release quantity[2,3]. Nevertheless, system uncertainty and the risk of investment are not taken into
account. Besides, many researches focused on release policy [4,5,6]. Either opened-loop or closed
loop policy is based on the normal production situation and does not think of the events of products
generational transitions, equipment retrofit and new equipment move-in. According to the shop floor
control, many dispatching rules were developed to fulfill the purpose of higher production
performance [7,8]. Nevertheless, issues of process migration were not considered either in the release
policy nor shop floor control rule. In general, the production system will be more complicated during
the technology migration period, such as the instability of products mix, the changes of capacity.
Therefore, the proposed methods won’t be satisfied the requirements. Moreover, the experiences of
semiconductor management showed that the production management will be extremely complicated
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when there are over three generation products produced in the same time. System performance will be
difficult to keep in such a circumstance. Hence, an efficient and effective planning and control model
for a varied system can not only solve the technology generational transition issues but also be
applied to the foundry with multiple generational products.

Production Plan for Generational Transition

Generally, production planning of technology generational transition should consider the planning
result of high-level strategy, such as the start time of migration, output target of new
technology...etc., to set the migration tempo and capacity switching schedule. Nevertheless, the
uncertainties and dynamic factors of shop floor (ex: machine breakdown, schedule delay for new
generational equipment...etc.) can’t be taken into consideration in the high-level strategy. Besides,
the high-level decision is based on the prediction of technology roadmap, there will be some changes
between the setup of high-level strategy and the execution of migration process. In order to guarantee
a smooth and successful migration process, a robust and effective production planning and control
model of shop floor for technology migration is very important.

The five steps of Theory of Constraints (TOC) are applied to make the release plan and capacity
plan. The details are as follows.

Step 1. Identify the constraint

Generally, the most expensive equipment will be taken as the capacity constraint resource
(CCR) in semiconductor manufacturing. As this aspect, the immersion scanner will be the CCR and
taken as the bases to arrange the release plan of new/old products.

Step 2 - Exploit the constraint- calculate the release mix of new/old products

In order to fully utilize the constraint, the release schedule of new/old products should be well
planned. There are two kinds of information have to prepare in advance, the release plan of new
generational equipment and the cycle time information of new products. The release plan of new
generational equipment comes from the planning result of high-level strategy. However, there is no
any historical data for the cycle time information of new products. Therefore, X-factor is applied to
estimate the cycle time data. The following is the procedure for release schedule.

Step 2.1. Calculate the monthly production quantity of bottleneck for new product
The monthly production quantity of bottleneck machine will be the total available hours to
divide by the summation of processing time of new product.

DX H X EQXUXE
CPy = X P 1
M Z?:lpTi ( )
CPy

CPp =—= 2)

In these equations, CPy means the monthly production quantity of bottleneck machine. D is the
days per month; H is hours per day; EQ means the equipment quantity of bottleneck machine; U
represents the uptime of bottleneck machine; E is the efficiency of operations; PT; represents the
processing time of the ith traveling the bottleneck and there is n times to travel to the bottleneck.
Finally, P means the pieces of wafer per lot. The daily release quantity, CPp, can be easily get from
the monthly production quantity dividing by the days per month.

Step 2.2. Decide the monthly production quantity of old product

As mentioned above, the monthly output target will be plan by high level production plan.
Therefore, when the monthly production quantity of new product is decided, the quantity of old
product can be calculated by total monthly output subtracting the quantity of new product.

Step 2.3. Schedule the release plan of new/old products

The release date of new/old products can be scheduled just offsetting the schedule out date by the

cycle time of product.
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Step 3 - Subordinate to the constraint.

All workstations should be investigated their workloads of the planning horizon to make sure the
feasibility of the schedule in Step 2. In order to calculate the workload, the current WIP and release
schedule products within the planning horizon should be pre-scheduled by penetration rate of
products. If there is any workstation overloaded, an alternative solution should be proposed.

Step 4 - Elevate the constraint.

In the transition period, the step 1 to 3 should be repeated continuously until the system reaching a
point where the bottleneck has been exploited or squeezed to its maximum. At this point, the new
equipment is invested, and this as known as “elevation” of the constraint.

Step 5 - Do not let Inertia become the constraint.

Once the constraint has been elevated, the constraint will move to a new point in the system! The
system therefore cannot be managed the same way as before and Step 1 must be revisited.

Shop Floor Control System for the Generational Transition Process

There are two modules, cycle time control and production rhythm control, proposing in the shop floor
control system to well manage the production process in the transition period.

Cycle Time Control Module
Cycle time is one of the key factors of the competition, especial for semiconductor industry.
Meyerdorf &Yang [9] mentioned that there are at least two critical issues caused by long cycle times.
First, the long cycle times will lead to the detection of the faults and error in process or equipment
protracted. Second, the long cycle times will result in the low yield. Therefore, to well manage the
product cycle time is very important for shop floor control. Generally, there are three kinds of
definition for cycle time, output cycle time, in line cycle time and turn rate cycle time.

Output cycle time:

The output cycle time is the total time that a product stayed in a fab and can be calculated by the
release date subtracting from the output date. Actually, it is a result of production and can be regarded
as a past performance index. From this index the managers can realize the production performance
and find out the deviation of dispatching system. The output cycle time is calculated by the following
equation. Where F means the output date, I is the release date and B represent the days in bank.

CT,=F—1—-B 3)

In line cycle time:

The in line cycle time is the summation of the daily average cycle time of all workstations which
includes the processing time, transportation time and queue time of the workstations. This index is a
result of daily operations. Therefore, it can be taken as a present performance index and be reviewed
and find out the operation issues in time. The formula is as follows. Where n is the total process steps,
PT; is the processing time of step i, TT; means the transportation time of step i and QT; is the queue
time of step 1.

CT; = Yio1(PT; + TT; + QTy) 4)

Turn rate cycle time:
The turn rate cycle time is the product cycle time which is estimated by process turn rate. It is a
forecast data and can be regarded as a future performance index. Based on this index, we can judge
that if the move quantity and WIP level of workstation still under control. The equation of the index is
as follows.

n WIPXn
CTTR _E - Move (5)

Production Rhythm Control Module
The rhythm of production is very important for shop floor control. As everyone knows, bottleneck is
the constraint of factory throughput. Based on the concepts of TOC, all non-bottlenecks should
subordinate to the bottleneck’s needs, ensuring the bottleneck is able to focus on doing only what it is
meant to. Therefore, all operations should subordinate the rhythm of the bottleneck to release the
wafer to fab. The following is the procedure for wafer release control.
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Step 1. Calculate the bottleneck loading from daily plan release
The bottleneck loading comes from the daily release wafer will be the multiplying result of the daily
release quantity (P), the standard cycle time from the release to ith traveling bottleneck m (CT,,;) and
the processing time of bottleneck (P7,,). The equation is as follows.

Sccrm = Z?:l(P X CTpy; X PTmi) (6)

Step 2. Calculate the bottleneck loading from actual WIP
The bottleneck loading comes from the actual WIP can be calculated by the multiplying of the
summation of WIP loading (4,,), and the processing time of bottleneck (P7,;). The WIP is the WIP
quantity located at j point multiplying by the standard cycle time from j to itk traveling bottleneck m.
The equation is as follows.

Accrm = 71'1=1(Ami X PTi) (7)

Step 3. Make a decision of wafer release
The workload ratio (WR) is defined as Sccrm divided by Accrm. If WR is greater than one, the
decision of stop release will be executed, else, follow the original release plan.

Conclusions

Technology generational transition is an important process for DRAM industry. If there is no any
special planning and control methodology designed for the transition process, it will suffer many
difficulties. In this work, the concept of TOC is applied to schedule the production plan of the
new/old products. Regarding to shop floor control, three definitions of cycle time are used to
diagnose the production status. Finally, the workload ratio of bottleneck is used for the release
decision to adjust the thythm of production.
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The 9th International Conference on Informatics in Control, Automation and Robotics
(ICINCO) was hold in Rome, Italy. The purpose of this conference is to bring together
researchers, engineers and practitioners interested in the application of informatics to
Control, Automation and Robotics. Four simultaneous tracks will be held, covering
Intelligent Control Systems, Optimization, Robotics, Automation, Signal Processing,
Sensors, Systems Modeling and Control, and Industrial Engineering, Production and
Management. Informatics applications are pervasive in many areas of Control, Automation
and Robotics; This conference intends to emphasize this connection. Besides, there were four
keynote speeches and three special sessions. It is really a wonderful conference.
In the conference, | presented the paper entitled “Production Planning and Control Model of
Technology Migration for DRAM Industry”. The topic is based on the practice point of view
to define the complete wafer release schedule and apply X-factor to schedule the production
processes during the migration period. Therefore, the topic attracted the attention of
attendants. In addition, some other topics about management have been presented and they
were all impressed me very much.
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to promote understanding and cooperation among the engineering and management. There are
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Dynamical Transportation Networks”, “Optimization in Design of Automated Machining Systems”
and “Space Robotics - Guidance, Navigation and Control Challenges™ presented in the conference.
They all impressed me very much. Due to this conference was hold in Italy, there were some of
authors came from Europe’s Universities. It is a good chance to exchange the ideas and
teaching experiences from different area. In the finally, I would like to thank the budgets support
from National Science Council.
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Due to product life cycle has been shortened rapidly, it forces the product generation and technology should
be enhanced quickly. When technology generation change occurred, DRAM manufacturers always used the
past experiences to handle the change process. However, the issues are totally different and it made the
companies suffered many difficulties. In this work, a production planning and control model is developed.
The production planning focuses on CCR (Capacity Constraint Resources) to define the complete wafer
release schedule and apply X-factor to schedule the production processes during the migration period.
Regarding to the shop floor control, there are two control mechanisms to control and monitor the migration
process, real time control and predicting control. WIP status is the important factor to decide whether the
production planner needs to launch the rescheduling module or not in the real time control portion. Besides, a
foresee function is performed by predicting control portion which firing the rescheduling module by the bias

between the loading and capacity curves.

1 INTRODUCTION

DRAM industry is a capital intensive, high-tech
industry with complex processes. Nevertheless,
product generation and technology had been quickly
enhanced due to short product life cycle. When new
technology emerges, it reveals a lower cost and more
effective operation model (Cainarca, 1989).
Simultaneously, it also means the current
competitive advantages of company will be
jeopardized  (Hastings, 1994). Under this
circumstance, manufactures have to launch new
technology and retrofit generation equipment to
meet the market demand and reduce manufacturing
cost. Chou, Cheng, Yang and Liang (2007) pointed
out the technology life cycle of semiconductor
manufacturing usually won’t be over three years.
Therefore, the semiconductor manufacturers always
face the dilemma of new technology migration.
Generally, the major competition factor of DRAM
industry is the manufacturing cost. That is why the
frequency of technology migration is higher than
foundries.

When migration occurred, DRAM manufactures
always used the past experiences to handle the
migration. However, the issues are totally different

that caused the manufactures suffered many
unknown difficulties. Generally, the production
planning of technology migration should take the
planning result of high-level strategy into account,
such as the start time of migration, output target of
new technology...etc., to set the migration tempo
and capacity switching schedule. Nevertheless, the
uncertainties and dynamic factors of shop floor (ex:
machine breakdown, schedule delay for new
generation equipment or equipment retrofit...etc.)
can not be taken into consideration in the high-level
strategy. Besides, the high-level decision is based on
the prediction of technology roadmap, there will be
some changes and biases between the setup of high-
level strategy and the execution of technology
migration process. In order to guarantee a smooth
and successful migration process, a robust and
effective production planning and control model of
shop floor for technology migration is very
important.

Many researches have proposed some methods for
production planning and shop floor control of
semiconductor manufacturing. Regarding to the
production planning, queuing theory, linear
programming and mean value analysis are usually
applied to estimate the capacity requirement of



workstations and wafer release quantity (Iwata, Y.,
Taji, K. and Tamura, H., 2003; Walid and Gharbi,
2002; Chou and You, 2001). Nevertheless, the
system uncertainty and the risk of investment are not
taken into account. Besides, many researches
focused on release policy (Glassey, C. R. and
Resende, M. G. C., 1998a & 1998b; Wein, 1988,
Lou, 1989a &1989b; Spearman, M. L., Woodruff, D.
L., and Hopp, W. J., 1989&1992; Bowman, 2002;
Hung & Leachman, 1996). Either opened-loop or
closed loop policy is based on the normal production
situation and does not think of the events of products
generation changes, equipment retrofit and new
equipment move-in. According to the shop floor
control, many dispatching rules were developed to
fulfil the purpose of higher production performance
(Dabbas & Flowler, 2003; Lee & Kim, 2011; Louw
& Page, 2004; Hsieh & Hou, 2006; Hung and Chang,
2002; Uzsoy et al., 1992). Nevertheless, the issues
of process migration were not considered either in
the release policy nor shop floor control rule. In
general, the production system will be more
complicated during the technology migration period,
such as the instability of products mix, the changes
of capacity. Therefore, the proposed methods won’t
be satisfied the requirements. Moreover, the
experiences of semiconductor management showed
that the production management will be extremely
complicated when there are over three generation
products produced in the same time. System
performance will be difficult to keep in such a
circumstance. Hence, an efficient and effective
planning and shop floor control model for a varied
system can not only solve the technology migration
issues but also be applied to the foundry with
multiple generation products.

This paper investigates the technology migration of
DRAM industry from manufacturing point of view.
In this work, a production planning and control
model of technology migration was developed.
There are two portions in this model including
production planning and shop floor control. The
production planning focused on CCR to define the
complete wafer release schedule and applying X-
factor to schedule the production processes and
equipment retrofit during the transition period.
Regarding to the shop floor control, there are two
control mechanisms to control and monitor the
migration process, which are real time control and
predicting control module.

2 PRODUCTION PLANNING
MODULE

As mentioned above that the migration process has
to fulfil the target of high-level strategy. The major
decision factors of high-level strategy include the
fluctuation of future demand, technology
development and company financial situation. The
complication and variation of production system are
difficult to take into account in the strategy level.
Therefore, a robust planning and control model not
only can help to a successful migration process but
also to find out various migration problems in
advance. In production planning module, the major
target is to transfer the output targets of new
generational products to execution plan. The plan
includes the wafer release plan of new/old
generational products, the release plan of new
generational equipment and equipment retrofit plan.
Generally, the placement of new/old generational
products will be progressed step by step. Hence, the
migration period is divided into several time periods
for planning. Furthermore, X-factor is applied to the
scheduling process. The following is the procedure
of production planning.

Step 1. Set up the time unit

It can be defined as a day, three hours.. .etc.
Step 2. Plan wafer start schedule

In this step, the wafer start schedule of new/old
generational products should be planned by
referring the output target of new generational
products. Generally, top management will hope to
keep the total output of factory as before. However,
the manufacturing complexity of new generational
products may be higher than old one and it will
result to the total output decreasing. Therefore, the
total output during migration period should be
planned in this step. The sub-steps are as follows.

1) Identify Capacity Constraint Resources (CCR)

Generally, the CCR will be only one of
equipment in a factory. However, due to the
heavy investment of equipment, several
workstations are highly utilized. If we assign
the equipment with the highest utilization to be
the CCR and based on this CCR to make all
plans, the issue of bottleneck shifting will be
occurred. Hence, multiple CCRs are suggested
and can be the equipment with the utilization
rate being higher than the predefined value.

2) Calculate capacity consumption rate of CCRs

by new and old generational products
Because the new/old generational products will
be processed by the same equipment, the



capacity consumption rate should be decided
for the calculation of migration plan. The
equations are show as follows.

C
CR,, =—2 1)
Cy,
CNM = RNq PTiNqM
g=1 i=1 (2)
y m
Co, =ZRORZPTMM
k=1 j=1 (3)
A
RNq =— 1
2 A
= (4)
Rok = yﬂk
A
B ©)
Where
CR,, The capacity consumption rate of

new to old generational product in
CCRM
C,. : The average required capacity for
the new generation product in CCR
M
Co : The average required capacity for
the old generation product in CCR
M
Ry : The ratio of product q in new
generational products
R, : The ratio of product k in old
generational products

A, i Arrival rate of product p

PTiww  The ith processing time of product
- qinCCRM

PTiom  The jth processing time of product
- kKinCCRM

3) Compute the reducing quantity of old
generational products

Based on the capacity consumption rate,
the reducing quantity of old generational
products can be calculated by the
following equation.

AQy =Qy xCR, (6)

Where
AQ, -The reducing quantity of old
erational products
-The required quantity of new
erational products

4) Release new and old generational
products by uniform distribution
Step 3. Apply X-factor to pre-schedule all
production processes

In this step, the concept of X-factor will be applied
to schedule all production process including WIP
and new release products, and calculate the loading
of CCRs in all time periods. The definition of X-
factor is as equation (7) and it has to be defined by
new/old generational products and equipment.
Regarding to the detailed calculation equations of
workstations for the wafer fabrication, please refer
to Tu, Lu and Chang (2009).

pm

b )

C
X - Factor,, =
R

Where
CTpp: The cycle time of product p in

equipment m
. The raw processing time of

product p in equipment m

RPT

Step 4. Plan equipment retrofit schedule

In order to fulfill the manufacturing requirements
of new generational products, some kinds of
equipment should be retrofitted. During the
equipment refurbishment period, it cannot work
and the capacity will lose. Furthermore, it may hurt
the factory throughput if the loss belongs to the
bottleneck machine. In this step, the equipment
loading from schedule result of step 3 has to apply
to compare to the provided capacity. The
equipment retrofit can be scheduled when the
loading is under capacity.

Step 5. Come back to step 2 and recalculate X-factor
when the product mix of new/old generational
products changed.



3 SHOP FLOOR CONTROL
MODULE

Regarding to the shop floor control, there are two
control mechanisms to control and monitor the
migration process including real time control and
predicting control module.

3.1 Real Time Control Module

Generally, WIP status is an important and
sufficient information to reflect the production
situation. If WIP level in front of workstation is too
high, it reveals the capacity of this workstation is
insufficient or there is something wrong in
dispatching. Contrarily, low WIP level indicates
some problems occurred in upstream workstations or
wrong dispatching. Both situations cannot achieve
the target of plan. In the real time control module,
actual WIP level is taken as an indicator to judge the
rescheduling mechanism should be launched or not.
The buffer management concept of TOC is applied
to control CCRs. Besides, the queuing theory and
the capability of factory management are used to
define the high and low control limits. When WIP
level is over these limits, the response module will
be triggered. The control limits are defined as the
following equations.

HL, = (4, x PW > 0) x EW,) x (1 + @)

8)
LL, :(},j x P(W >0)><EWJ.)><(1—0{) ©)
P(W >0) =77 xEW, (10
EW _ C:j +C; . TJ- (pj/2mj+1—l)
: 2 mj(l_pj) (12)
Where

A; - Avrrival rate of workstation j

_ Parameter of capability of factory
" management ( 0~1)

EW,: Expected waiting time of workstation j
C,;* Number of machines for workstation j

p;+ Utilization rate of workstation j

2 - Squared coefficients of variation (SCV) of
4 inter-arrival time of workstation j

Cfj . SCV of service time of workstation j

3.2 Predicting Control Module

As mentioned above, the real time control module
is based on current shop floor information to
diagnose the plan can be achieved or not. However,
current shop floor status is the execution result. If
the result is far away from the plan, the most
possible action is to revise the plan. It seems behinds
manager’s expectation. Therefore, a predicting
control function is needed in the shop floor control
module. In predicting control module, a foresee
function will be performed which will trigger the
response module when the bias between loading and
capacity curves is over the predefined deviation
tolerance (DT). The major task of the foresee
function is to predict the production situation in the
future. The deterministic simulation is applied to this
function. Based on the deterministic simulation, the
loading curves of CCRs by time can be defined. As
to the capacity curves of CCRs, they can be derived
from current capacity, the move-in schedule of new
generational equipment and equipment retrofit plan.
Fig. 3 is an example of equipment capacity curve
and loading curve. Besides, as everyone knows that
the accuracy of prediction will decrease as the time
increasing. Therefore, the time factor should be
considered into the bias tolerance. The equation for
defining the deviation tolerance is as follows.

DT = fxnxC, (13)

Where
[ Parameter of capacity deviation

N:  The time period
C,: The capacity of period n

4 CONCLUSIONS

Technology  migration is  imperative  for
semiconductor manufacturing, particularly  for
DARM industry. The migration of technology will
result in dramatic decreases in manufacturing cost
and significantly increases competitive advantage.
Nonetheless, how to guarantee a smooth and
successful migration is very crucial. Therefore, the
solution of the production planning and control of
technology migration for DRAM industry is
proposed in this work. There are two major modules



developed in this model, one is production planning
and the other is shop floor control. The production
planning module is based on the output plan of new
generational products to come out the wafer start
schedule of new/old generational products,
equipment retrofit schedule and move-in schedule of
new generational equipment. The shop floor control
module includes three sub-modules, real time
control, predicting control and response module.
Through the shop floor control module, the
execution can be monitored and controlled to meet
the plan target.

Regarding to the future works, the response module
can be enhanced. An ideal response module should
provide the detailed action items instead of direction
when the abnormal situation occurred. Therefore, an
intelligent system should be set up in this module.
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The 4™ International Conference on Manufacturing Science and Engineering was held in
Dalian, China. It is the premier forum for the presentation of new advances and research results
in the fields of manufacturing science and engineering including advanced manufacturing
technology, new materials and advanced materials, new materials and advanced materials, and
manufacturing systems and automation. The conference will bring together leading
researchers, engineers and scientists in the domain of interest from around the world.
In the conference, | presented the paper entitled “Model to Plan and Control the Generational
Transition of DRAM Industry”. It is based on the practice point of view to develop a model to
plan and control the production activities during the technology migration period for DRAM
industry. Therefore, this topic attracted the attention of attendants. In addition, some other
topics about management have been presented and they were all impressed me very much.
N~ B g NN
The conference will serve as an important forum for the exchange of ideas and information
to promote understanding and cooperation among the manufacturing science and engineering.
Due to this conference was hold in China, there were some of authors came from China’s
Universities. It is a good chance to exchange the ideas and teaching experiences between
Taiwan and mainland China. Besides, the conference arranged a plenary talk for a whole day to
present and discuss some better topics. It is a way to make a large discussion for a special topic.
In the finally, | would like to thank the budgets support from National Science Council and
Chung Hua University.

E A RPEBER(RAERE FE)

There was one activity been taken during this trip. | visited TSMC China Company Limited.
The major purpose of this visiting is to take a look on the e-track system. It is a simple system
performs as an AMHS (Automatic Material Handling System). Actually, AMHS is well
established in TSMC fabs in Taiwan. It is a complicated system with high invested cost. In
other word, the company should not only invest more money but also hire some experts to let
this system perform well. However, TSMC China fab creates a good performance just by a
simple tool and good management skill. As everyone knows that TSMC owns high technology,
well-organized system and good management skill. However, | realized a good management
skill can be over the other two factors. Although both Taiwan and mainland China are all
Chinese, the cultures are totally different. How to well apply the management skills to get good
performance is well be done in this fab. It impressed me very much and provided more
evidences for me to tell the students the importance of management skills.

w2

The 4™ International Conference on Manufacturing Science and Engineering was a large
conference and over 100 papers were presented in this conference. As we know that
international conference is a good way not only to get new ideas quickly but also to face to
face discuss with the authors. Therefore, | suggested that National Science Council and school
should encourage and support the teachers and graduate students to attend these conferences.
Besides, due to Chung Hua University is a sponsor of this conference, to follow for the future
conference hold in Taiwan is very worth and important.
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Abstract. DRAM industry is not only among the largest manufacturing industries in the world, but
also the most competitive. Furthermore, due to DRAM business is characterized by short life cycles,
along with highly competition, the manufacturers are forced to migrate to advanced technology
quickly. Under this circumstance, the manufacturers have to launch new technology and purchase
generational equipment to meet the market demand and reduce manufacturing cost frequently.

This paper investigates the technology generational transition of DRAM industry from
manufacturing and planning perspectives. The concept of TOC is applied to schedule the production
plan of the new/old products. Regarding to shop floor control, three definitions of cycle time are used
to diagnose the production status. Finally, the workload ratio of bottleneck is used for the release
decision to adjust the thythm of production.

Introduction

DRAM industry is a capital-intensive, high-tech industry with complicated manufacturing process.
Due to the short product life cycle, product generation and technology had been forced to quickly
enhance. When new technology emerges, it reveals a lower cost and more effective operation model
[1]. Therefore, manufactures have to launch new technology and retrofit generational equipment to
meet the market demand and reduce manufacturing cost. Besides, as the characteristic of DRAM, the
objective of production plan is to maximize the shipment. Consequently, “make to stock” is the
general production type. The target of production will be guided to maximize the utilization of
equiment to increase the total output. It will make more profit for the comany in the uptrend. However,
when the supply exceeds the demand or the technology migrates quickly, this production mode will
result in some issues, such as the difficulties of production scheduling, a fault of bottleneck
identification and cycle time out of control. After the financial crisis in 2008, DRAM industry is
coming to the micro-profit era with quick evolution of product generation. Under such a circumstance,
DRAM manufacturing company should phase in new generation technology and phase out the
current technology rapidly, otherwise, the company will get into plights. Therefore, a planning and
control model to expedite the process of technology generational transition with low inventory and
cost is very important.

There are many researches about the methods for production planning and shop floor control of
semiconductor manufacturing had been proposed. Queuing theory, linear programming and mean
value analysis are usually applied to estimate the capacity requirement of workstations and wafer
release quantity[2,3]. Nevertheless, system uncertainty and the risk of investment are not taken into
account. Besides, many researches focused on release policy [4,5,6]. Either opened-loop or closed
loop policy is based on the normal production situation and does not think of the events of products
generational transitions, equipment retrofit and new equipment move-in. According to the shop floor
control, many dispatching rules were developed to fulfill the purpose of higher production
performance [7,8]. Nevertheless, issues of process migration were not considered either in the release
policy nor shop floor control rule. In general, the production system will be more complicated during
the technology migration period, such as the instability of products mix, the changes of capacity.
Therefore, the proposed methods won’t be satisfied the requirements. Moreover, the experiences of
semiconductor management showed that the production management will be extremely complicated

All rights reserved. No part of contents of this paper may be reproduced or transmitted in any form or by any means without the written permission of TTP,
www.ttp.net. (ID: 219.85.134.86, Chung Hua University, Taiwan-24/05/13,05:46:07)
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when there are over three generation products produced in the same time. System performance will be
difficult to keep in such a circumstance. Hence, an efficient and effective planning and control model
for a varied system can not only solve the technology generational transition issues but also be
applied to the foundry with multiple generational products.

Production Plan for Generational Transition

Generally, production planning of technology generational transition should consider the planning
result of high-level strategy, such as the start time of migration, output target of new
technology...etc., to set the migration tempo and capacity switching schedule. Nevertheless, the
uncertainties and dynamic factors of shop floor (ex: machine breakdown, schedule delay for new
generational equipment...etc.) can’t be taken into consideration in the high-level strategy. Besides,
the high-level decision is based on the prediction of technology roadmap, there will be some changes
between the setup of high-level strategy and the execution of migration process. In order to guarantee
a smooth and successful migration process, a robust and effective production planning and control
model of shop floor for technology migration is very important.

The five steps of Theory of Constraints (TOC) are applied to make the release plan and capacity
plan. The details are as follows.

Step 1. Identify the constraint

Generally, the most expensive equipment will be taken as the capacity constraint resource
(CCR) in semiconductor manufacturing. As this aspect, the immersion scanner will be the CCR and
taken as the bases to arrange the release plan of new/old products.

Step 2 - Exploit the constraint- calculate the release mix of new/old products

In order to fully utilize the constraint, the release schedule of new/old products should be well
planned. There are two kinds of information have to prepare in advance, the release plan of new
generational equipment and the cycle time information of new products. The release plan of new
generational equipment comes from the planning result of high-level strategy. However, there is no
any historical data for the cycle time information of new products. Therefore, X-factor is applied to
estimate the cycle time data. The following is the procedure for release schedule.

Step 2.1. Calculate the monthly production quantity of bottleneck for new product
The monthly production quantity of bottleneck machine will be the total available hours to
divide by the summation of processing time of new product.

DX H X EQXUXE
CPy = X P 1
M Z?:lpTi ( )
CPy

CPp =—= 2)

In these equations, CPy means the monthly production quantity of bottleneck machine. D is the
days per month; H is hours per day; EQ means the equipment quantity of bottleneck machine; U
represents the uptime of bottleneck machine; E is the efficiency of operations; PT; represents the
processing time of the ith traveling the bottleneck and there is n times to travel to the bottleneck.
Finally, P means the pieces of wafer per lot. The daily release quantity, CPp, can be easily get from
the monthly production quantity dividing by the days per month.

Step 2.2. Decide the monthly production quantity of old product

As mentioned above, the monthly output target will be plan by high level production plan.
Therefore, when the monthly production quantity of new product is decided, the quantity of old
product can be calculated by total monthly output subtracting the quantity of new product.

Step 2.3. Schedule the release plan of new/old products

The release date of new/old products can be scheduled just offsetting the schedule out date by the

cycle time of product.
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Step 3 - Subordinate to the constraint.

All workstations should be investigated their workloads of the planning horizon to make sure the
feasibility of the schedule in Step 2. In order to calculate the workload, the current WIP and release
schedule products within the planning horizon should be pre-scheduled by penetration rate of
products. If there is any workstation overloaded, an alternative solution should be proposed.

Step 4 - Elevate the constraint.

In the transition period, the step 1 to 3 should be repeated continuously until the system reaching a
point where the bottleneck has been exploited or squeezed to its maximum. At this point, the new
equipment is invested, and this as known as “elevation” of the constraint.

Step 5 - Do not let Inertia become the constraint.

Once the constraint has been elevated, the constraint will move to a new point in the system! The
system therefore cannot be managed the same way as before and Step 1 must be revisited.

Shop Floor Control System for the Generational Transition Process

There are two modules, cycle time control and production rhythm control, proposing in the shop floor
control system to well manage the production process in the transition period.

Cycle Time Control Module
Cycle time is one of the key factors of the competition, especial for semiconductor industry.
Meyerdorf &Yang [9] mentioned that there are at least two critical issues caused by long cycle times.
First, the long cycle times will lead to the detection of the faults and error in process or equipment
protracted. Second, the long cycle times will result in the low yield. Therefore, to well manage the
product cycle time is very important for shop floor control. Generally, there are three kinds of
definition for cycle time, output cycle time, in line cycle time and turn rate cycle time.

Output cycle time:

The output cycle time is the total time that a product stayed in a fab and can be calculated by the
release date subtracting from the output date. Actually, it is a result of production and can be regarded
as a past performance index. From this index the managers can realize the production performance
and find out the deviation of dispatching system. The output cycle time is calculated by the following
equation. Where F means the output date, I is the release date and B represent the days in bank.

CT,=F—1—-B 3)

In line cycle time:

The in line cycle time is the summation of the daily average cycle time of all workstations which
includes the processing time, transportation time and queue time of the workstations. This index is a
result of daily operations. Therefore, it can be taken as a present performance index and be reviewed
and find out the operation issues in time. The formula is as follows. Where n is the total process steps,
PT; is the processing time of step i, TT; means the transportation time of step i and QT; is the queue
time of step 1.

CT; = Yio1(PT; + TT; + QTy) 4)

Turn rate cycle time:
The turn rate cycle time is the product cycle time which is estimated by process turn rate. It is a
forecast data and can be regarded as a future performance index. Based on this index, we can judge
that if the move quantity and WIP level of workstation still under control. The equation of the index is
as follows.

n WIPXn
CTTR _E - Move (5)

Production Rhythm Control Module
The rhythm of production is very important for shop floor control. As everyone knows, bottleneck is
the constraint of factory throughput. Based on the concepts of TOC, all non-bottlenecks should
subordinate to the bottleneck’s needs, ensuring the bottleneck is able to focus on doing only what it is
meant to. Therefore, all operations should subordinate the rhythm of the bottleneck to release the
wafer to fab. The following is the procedure for wafer release control.
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Step 1. Calculate the bottleneck loading from daily plan release
The bottleneck loading comes from the daily release wafer will be the multiplying result of the daily
release quantity (P), the standard cycle time from the release to ith traveling bottleneck m (CT,,;) and
the processing time of bottleneck (P7,,). The equation is as follows.

Sccrm = Z?:l(P X CTpy; X PTmi) (6)

Step 2. Calculate the bottleneck loading from actual WIP
The bottleneck loading comes from the actual WIP can be calculated by the multiplying of the
summation of WIP loading (4,,), and the processing time of bottleneck (P7,;). The WIP is the WIP
quantity located at j point multiplying by the standard cycle time from j to itk traveling bottleneck m.
The equation is as follows.

Accrm = 71'1=1(Ami X PTi) (7)

Step 3. Make a decision of wafer release
The workload ratio (WR) is defined as Sccrm divided by Accrm. If WR is greater than one, the
decision of stop release will be executed, else, follow the original release plan.

Conclusions

Technology generational transition is an important process for DRAM industry. If there is no any
special planning and control methodology designed for the transition process, it will suffer many
difficulties. In this work, the concept of TOC is applied to schedule the production plan of the
new/old products. Regarding to shop floor control, three definitions of cycle time are used to
diagnose the production status. Finally, the workload ratio of bottleneck is used for the release
decision to adjust the thythm of production.
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The 15™ International Conference on Enterprise Information Systems (ICEIS) was held in
Angers, France. The purpose of this conference is to bring together researchers, engineers and
practitioners interested in the advances and business applications of information systems. Six
simultaneous tracks were held, covering different aspects of Enterprise Information Systems
Applications, including Enterprise Database Technology, Systems Integration, Artificial
Intelligence, Decision Support Systems, Information Systems Analysis and Specification,
Internet Computing, Electronic Commerce, Human Factors and Enterprise Architecture.

In the conference, | presented the paper entitled “Technology Migration Determination Model
For DRAM Industry”. It is based on the practice point of view to develop a model to
determine the best timing of the technology migration of DRAM industry. Therefore, this
topic attracted the attention of attendants. In addition, some other topics about IT system
development and application have been presented and they were all impressed me very much.

- ~gesE
The conference will serve as an important forum for the exchange of ideas and information to
promote understanding and cooperation among the business applications of information
systems. The Conference provided a service called “My Program” to give the attendants the
possibility to create their own conference program, i.e. the sequence of sessions that you plan to
attend. Therefore, the attendants can print-to-pdf the papers and read before the conference. Due
to “My Program” service, the discussion about the presentation was very hot even the poster
presentation. | think it is not only a good service for the attendants but also for the conference
sponsor to host all conference activities. Besides, the conference arranged four keynote
speeches: “Agile Model Driven Development”, “Semantic and Social (Intra) Webs”,
“Multi-Perspective Enterprise Modeling as a Foundation of Method Engineering” and
“Self-Referential Enterprise Systems and Architecture-based Services Innovation”. In the
first speech, The keynote proposes agile model-driven development using executable models
based on existing standards and tools. He discussed various kinds of models, executable
modeling, and how that can be applied in an agile manner. This speech impressed me very
much. Finally, I would like to thank the budgets support from National Science Council and
Chung Hua University.
oA RERER(RUTER S )
None.
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The 15" International Conference on Enterprise Information Systems (ICEIS) was a large
conference and over 180 papers were presented in this conference. | received so much
information regarding the conference progress and local information before | arrived. It is the
first time | feel so warm in a stranger place. There are many procedures regarding the
conference holding is worth to learn.
Besides, as we know that the prices of all things are going up including flight fee, local
transportation, and accommodation. Therefore, if the conference is taken place out of Asia, the
supporting fund is not enough usually. I suggested that National Science Council can base on
the conference to decide the amount of supporting fund.
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Abstract:
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Due to short life cycle of DRAM industry over the past decade, the product generation and technology

migration have to be quickly enhanced. When technology migration occurred, DRAM companies always
used the past experiences to proceed with process changes. However, the issues are totally different
particularly in the best practice of technology migration that caused the companies suffered many
uncertainties. In this work, a model to determine the timing of technology migration is proposed. The model
is based on technology roadmap to set the timing of migration under maximum profit condition. A stable
growth trend is assumed for market demand to decide the revenue. Furthermore, the time-cost function of
new generational equipment and the theory of learning curve are introduced as the factors to determine the
manufacturing cost and profit. Consequentially, the best timing is determined with maximum profit.

1 INTRODUCTION

DRAM industry is a capital intensive, high-tech
industry with complex processes and technology
migration for DRAM manufacturers has been a very
challenging aspect and more time consuming. Since
there is no any physical capacity expansion over the
past 5 years in Taiwan, all DRAM manufacturers
were relying more than ever on technology
migration to increase supply and reduce cost.
Furthermore, product generation and technology had
been quickly enhanced due to short product life
cycle. When new technology emerges, it reveals that
a lower cost and more effective operation model
emerged [Cainarca, 1989]. Simultaneously, it also
means the current competitive advantages of the
company will be jeopardized [Hastings, 1994].
Under this circumstance, manufactures have to
launch new technology and retrofit generational
equipment to meet the market demand and reduce
manufacturing cost. Chou et al. pointed out the
technology life cycle of  semiconductor
manufacturing usually won’t be over three years and
the time of technology generational transition should
take about nine months. Therefore, the
semiconductor manufacturers always face the
dilemma between capacity expansion and new
technology migration. Generally, the major
competition factor of DRAM industry is the

manufacturing cost. That is why the frequency of
technology migration is higher than foundries.

There are many researches regarding to the
influence of new technology introducing. Chand
and Sethi based on the enhancement of process
stability by the new generational equipment to plan
the replacement of new generation capacity.
However, the impacts on the other factors and the
lead time of replacement were not taken into account.
Cohen and Halperin proposed a method to determine
the timing of technology migration which was based
on the price changes of new equipment as well as its
impact on the cost to find the best timing for
migration. Rajagopalan et al. combined the above
two studies and proposed a capacity planning model
under the impact of technology evolution. The linear
programming was applied and the concept of
timeline was added to the decision of capacity
expansion or replacement decisions. Pak et al.
proposed a methodology of capacity planning which
focused on the capacity shortage to plan the capacity
requirement and the influence from cost of new
technology capacity was taken into account.
Furthermore, the sensitivity analysis was applied to
determine how sensitive of this plan in the changes
of market demand. Chien and Zheng proposed a
mini—-max regret strategy for capacity planning
under demand uncertainty to improve capacity
utilization and  capital effectiveness in
semiconductor manufacturing. Seta et al. studied



optimal investment in technologies characterized by
the learning curve. They emphasized that if the
learning process is slow, firms invest relatively late
and on a larger scale. If the curve is steep, firms
invest earlier and on a smaller scale. It is obvious
that most of these researches focused on the market
demand to decide the timing of technology
migration. However, the market demand is full of
uncertainties and hard to handle. Therefore, there
will be great difficulty in the practical applications.

The purpose of this work is to propose a model
to determine the timing of technology migration.
The model is based on technology roadmap to set
the timing of migration under maximum profit
condition. A stable growth trend is assumed for
market demand to decide the revenue. Furthermore,
the time-cost function of new generational
equipment and the theory of learning curve are
introduced as the factors to determine the
manufacturing cost and profit. Consequentially, the
best timing is determined with maximum profit.

2 TECHNOLOGY MIGRATION
DETERMINATION MODEL

The purpose of technology migration is to make
more profit for the company. Under the assumption
of demand stable growth, the best timing of
technology migration is the time which can make the
maximum profit for the company. Based on the
literature review and market survey, the trend of
DRAM unit cost and market price is as Fig. 1.
Because the equipment depreciation and product
yield is stable under the current production status,
the production cost of per giga bit DRAM is almost
the same. However, the market price will be dropped
off due to the business strategy, new product or
technology emerged. The trend of market price can
be gotten from history data. Regarding to the unit
cost produced by new technology, it will be higher
than current mature technology due to the higher
price of new equipment and lower yield of
production in the beginning. However, the yield will
be improved after a period of time and the unit cost
also can be dropped off and even lower than the
product from current technology. Based on the
abovephenomena, it shows that the best timing of
technology migration will be occurred between the
emerged time of new technology and the next
generation technology.

New tech. Next new
start time ¥ tech.start time

Current tech. unit cost

—— New tech. unit cost
—— Market unit price
| ----- Next new tech. unit cost |
| ----- Futrue market unit price

Time T

Fig. 1. The relationship between unit cost and
unit price of per giga bit DRAM

In order to analyse and establish the model
easily, we called the horizon between the emerged
time of new technology and the next generation
technology as the life cycle of new technology and
divided it into n periods. The profit function is
established as Eqg. 1 and there are three parts, total
revenue, total manufacturing cost and the income of
equipment disposal, included. The details are
described in the follows.

t-1
TP(®) = Ry +Rg) = () (FCoy +VCy1)

i=1

- ?:t(FCg,i + VCg,i)) + Ig—l,t(l)

Where
TP(t) : Total profit which the technology
migrated from t period
t :  The time of technology migration
R; © Revenue of j generation technology
FC,; - Fixed cost of g generation
technology per period which is
migrated at i period
FC,_, - Fixed cost of g-1 generation

technology per period
VC,; : Variable cost of g generation

gl
technology per period which is
migrated at i period
VC4_y + Variable cost of g-1 generation

technology per period
Iy_y¢ * The income from the deposal of g-1
generation equipment at t period

2.1 The Function of Total Revenue
The environment of supply demand balance is

an assumption of this work. Therefore, all products
can be sold by market price. The total revenue



means the revenue of n periods. If the new
technology is migrated at t period, the revenue from
current technology will be the revenue from period 1
to period t-1 and the revenue from new technology
will be from period t to period n. Down below is the
equation of current technology revenue andnew
technology revenue.

2.1.1 The Revenue from Current Technology

If the current technology is not eliminated after
new technology emerged, the current technology is
still  under production. Because the current
technology is under a stable stage, the market price
and production quantity of the company will keep
almost the same. Therefore, the revenue from
current technology is established as follows.

t—-1
Rg—l = Z(Pg—l X Qg—l,i) (2)
i=1
Where
P,_, : The average market price of
g-1 generation technology
Qg-1; : The total quantity of g-1

generation
period i

technology at

2.1.2 The Revenue from New Technology

The calculation of the revenue from new
technology is still formula by the price multiplying
the quantity. Due to the new technology belonging
to the growing stage, the market price and
production quantity of the company will be changed
by time. Based on the historical data analysis, the
market price can be modelled as a Sigmoid function.
The output of Sigmoid function is between 0 and 1.
Therefore, the managers should forecast the rate of
price change and the saddle point of price curve.
Besides, the normalization is used to fit the actual
DRAM price. Regarding to the production quantity,
due to the unfamiliarity of new technology process,
the yield of products will be lower in the beginning.
After a period of time, the yield can be improved
and products quantity will be increased as well. This
concept is similar to the learning curve. Therefore,
the concept of learning curve is applied to model the
production quantity of new technology. The
equation of the revenue from new technology is as
follows.

Ry = ) (PyiX Q) 3)
i=t
Pg,i =X X (Pg,Max - Pg,ML‘n) + Pg,ML'n (4)
B 1 ®)
X =Ty eaen
logcy (6)
Q; =1Q x 1—(NPtX(i—t+1)l°92)

Where
P,; : The average price (_)f g generation
technology at i period

Py max + The maximum price of g generation
technology
Py min * The minimum price of g generation
technology
X : The normalization value of Sigmoid
function

a : The rate of price change
T : The saddle point of Sigmoid function
Q; : Production quantity at i period
1Q : Release quantity per period
NP, : The initial failure rate of new
technology
¢, * The learning rate of production
failure rate, set by the managers

2.2 The Function of Total Cost

As the characteristics of DRAM industry, the
company can get more profit from new generation
technology. However, a huge of cost should be paid
for new generational equipment behind profit. This
cost is called as capacity acquired cost. Therefore,
the calculation of production cost can be divided
into two part, fixed cost and variable cost. The fixed
cost is the cost of equipment for new technology and
the depreciation of current equipment. There is no
depreciation for the deposal equipment. The variable
cost is the expense for the production. The details
are as follows.

2.2.1 Fixed Cost of New Technology

Due to the migration to new generational
technology, the new generational equipment is
required. Generally, the price of new generational



equipment will be reduced by time. In this work we
assume the price will be linear decreasing. Besides,
the required equipment quantity depends on its
throughput. Based on these concepts, the fixed cost
is formulized as follows.

MPg,i X xg,i (7)

FC; = ( —RFCy_y) + FCy_y
MP,; = MP;,—D X (i—1) (8)
p = MPoo —RYy ©)
m
Co1 X Xg_ 10
Xy = luj i1 (10)
Cg
C, = MP, x CP, X ICC, (11)
Where
Xgi - The quantity of generation g
equipment which purchased ati
period
D : The reducing value of equipment
per period
MP,; : The price of generation g
equipment which purchased at i
period
RFC,_, © The fixed cost of generation g-1
equipment which is disposed at
period t
RV, : The residual value of generation
g equipment

m - Numbers of depreciation period
Cy - The capacity of generation g

equipment

MP, : The wafer numbers which
producing by the generation g
equipment

CF,: The numbers of IC which
producing by the generation g
equipment

ICC, © The memory size per die which

producing by the generation g
equipment

2.2.2 Variable Cost of New Technology

Generally, the variable cost of production will
decrease as the yield increase. The yield increasing
is the result of the mature of co-operating in man-

machine and the accumulation of engineer’s
experiences. Therefore, the variable cost will present
same as the concept of manufacturing progress
function and it is applied in the formulation of
variable cost.

logcy

VCgi = Ce(i—t+ 1)Toez (12

Where
C, : The wvariable cost which the
migration occurred at t period
¢, © The learning rate of variable cost,
set by the managers

2.3 The Income from the Disposal of
Equipment

The equipment which cannot process the new
generation technology will be disposed. The income
from the disposal of equipment is as the following
equation.

Iy 10 =MPy_1: XYy 1 (13)

Where
MP,_;, : The price of g-1 generational

equipment at t period

The equipment quantity of g-1

generational equipment

Yg-1.¢ *

3 NUMERICAL EXAMPLE

Here, a numerical example is illustrated to
demonstrate the modelling and determination
process of the proposed model. The environment of
this example is a 300mm DRAM fab with 30K
wafers per month. The major product is DDRII and
1300 chips per wafer. New generation technology is
DDRIII and 1800 chips per wafer. The sales quantity
is equal to the production quantity under the
assumption of strong market demand condition.
Besides, the duration of period is one month and all
cost, price and revenue are counted by US dollar.
The following is the detailed modelling and
determination process. Furthermore, t=8 is assumed
for all calculation.

3.1 Total Revenue



3.1.1 The Revenue from Current Technology

Assume the price of current technology is $0.8
per giga bit and production yield is 0.98. Therefore,
the revenue from current technology is as follows.

7
Ry = 2(1.2 x 1300 x 30K x 0.98)
i=1
= 45,864,000 x 7
= 321,048,000

3.1.2 The Revenue from New Technology

Regarding to the price of DDRIII, the data from
Aug. 2009 to July 2012 is collected to formula the
Sigmoid function. Assume the parameters of
Sigmoid function T is 16 and a is 0.3. The maximum
and minimum price of DDRIII is 2.5 and 1.2. The
price of new technology is as follows.

1
T 1 + e03x(8-16)

g = 09168 x (2.5 —1.2) + 1.2 = 2.3918

=0.9168

Pe

Due to the improvement of product yield, the
production quantity will increase. Assume the
product yield is 0.45 in the beginning of migration
and c; equals to 0.85. The production quantity of
period 8 is calculated as follows.

Qgs = 54,000K
x (1
— (055
x(8—8
+_1)—02345))
= 23,220,000

- log0.9 = 0152

17 log2 '

The revenue from new technology is as follows.

36
Rg = Z(Pg,i X Qg;) = 1,504,087,017
i=8

3.2 Total Cost

3.2.1 Fixed Cost

Assume the depreciation for equipment is six
years. Three sets of g-1 generation should be
replaced and their original cost is 0.1 billion. Total
equipment cost of old technology excluding the

disposals is 2 billion. The parameters of product by
new and old technology are as follows.
ICC,=1GB, CP4=1800, MP,=10000
ICC4.1=1GB, CP,.,=1300, MP,,=10000
Therefore, Cq and Cgy.; equals to 18,000,000 and

13,000,000. The new generational equipment
quantity can be determined by Eq. 10.
13000000 - 0.98 x 3
Xy = 1=3

&~ | 18000000 + 0.61

Assume the price of new generational equipment
is 1 billion per set in the beginning and its residual
value is 0.2 billion. Therefore, if the new
generational equipment is purchased at period 8,
its price is calculated as follows.

100,000,000 — 20,000,000

D= =1,111,111
72
MP;s = 100,000,000 — 1,111,111 X 7
=$92,222,222

Based on the assumptions above, the total fixed
cost is calculated as follows.

92,222,222 x3 2,000,000,000
chg = +

72 72
= 31,620,370

7 36
Z FCyoy+ Z FCy,
i=1 i=8

=1,121,157,407

3.2.1 Variable Cost

Assume ¢, = 0.82, C=10,600,000 and VC,
1i=7,141,000

Thena, =10g0.82 /log2 = —0.377069649

VCq = 10,600,000(8 — 8 + 1)~ 0377069649

= 10,600,000
36

Z VCy; = 156,956,539

i=8

The following is the calculation of total variable
cost.

7 36
Ve = Z VG + Z Ve,
i=1 i=8

= 7_,141,000 X 7 + 156,956,539
= 206,943,539



The total cost is fixed cost plus variable cost.

Total Cost =
1,121,157,407 +
206,943,539 =1,328,100,946

3.3The Income from the Disposal of
Equipment

Assume the disposal equipment has been
purchased for 47 months at the time of new
technology emerged. Therefore, the total value at the
period 8 is as follows.

Ig—1,8
100,000.900%98 » 17 + 100,000,000 x 0.2

= ( 72 3 ) X 3
= 38,888,888

3.4Total Profit

Finally the total profit is as follows if the
technology migration occurred at period 8.

TP(8) = (321,048,000 + 1,504,087,017)
—1,328,100,946 + 38,388,388
= 535,922,959

Based on the above calculation, the relationship
of total profit vs. the migration time t is shown as
Fig. 2.

500 ) ane W
400 / \
B CSUUSIUSUEY

Million

1 3 5 7 9111315171921 23 252729313335

Fig. 2. The relationship between total profit and
migration time t

The best time for generational transition can be
determined as period 7 from Fig. 2.

4 CONCLUSIONS

DRAM industry is a capital intensive, high-
tech industry and the product generation has been
quickly enhanced. Due to the huge investment for

the technology migration, the migration timing is
very important for the company. In this work, a
model to determine the best timing for the
technology migration is established. The maximum
profit is the objective to determine the migration
time in the model. All revenue and cost of
technology migration are considered. We expect this
model can be applied in other industries with same
situation.
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