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Abstract

In order to adapt to quickly economic development and the changes of expense state that
reduced the life cycle of goods. The state of channel in distribution center form traditional
multi-layer framework transform into the important role that connect with manufacturers directly
and face to consumers in supply chain. Order picking operation is the principal activity in
warehouses and causes the main cost. Thus, improving efficiency of the order picking operation
will increase the quality of service and decrease the operation costs.

This project integrates class storage, order batching and routing to do the best planning, and
try to compare the performance of routing policy of the Particle Swarm Optimization algorithm
(PSO), Ant System (AS), Genetic Algorithm (GA), Simulation Analysis (SA), Cross' strategy and
Maximum Loop Insertion (MLI). Through the simulation experiment, it verified that the MLI and
AS algorithm are the best algorithm of routing strategy. Furthermore, we confirm that using MLI
solution to find an initial solution for all the four Meta-heuristics, it can improve the efficiency of
the Meta-heuristics solution and has the better effect of average total order picking distance.
Besides, to compare the result that PSO is not good when it combines the worst storage and order
batching strategies. Because of the PSO’s particle has larger search area that also induces the PSO
has the worse convergence than other Meta-heuristics. According to the simulation result are
analyzed by 3 indexes including total picking distance, total picking time and picking vehicle
utilization to find the optimal combination for order picking system. Consequently, the result of this
project will enhance the whole performance of order picking systems in distribution centers and
provide the industry as a reference in the future.

Keywords: Order picking systems, Storage assignment, Order batching, Picking routing planning,
Meta-heuristics
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Abstract

Order picking method is one of the most important operations in the distribution center. The route planning of
order picking systems will allow for the possibilities of increasing in production efficiency, reducing the
operation cost in distribution center, and improving the corporation competitiveness. In a distribution center
with cross aisle, although the cross aisle layout may reduce the order picking distance, it also may raise the
complexity for picking routing planning. Focus on this problem, a heuristic algorithm (called Maximum Loop
Insertion) is proposed in this paper, as well as compare with other famous algorithms and Particle Swarm
Optimization (PSO), in order to improve the order picking performance. According to the simulation
experiment, it verified that the Maximum Loop Insertion algorithm actually achieves the better performance.
Overall, the result of this research will enhance the best route planning of order picking systems in distribution

center and provide the industry as a reference in the warehouse design in the future.

Keywords: Order picking system, Cross aisle, Maximum Loop Insertion, Particle Swarm Optimization,

Performance

1 Introduction

As economy develops and changes in consuming habit, it makes the types and structures of marketing channel
are transferred to the supplier transported the products to retailer by distribution center. Therefore, it is an
important issue about how to improve the distribution center operation efficiency. Due to the fact that
consumer’s request has been changed from few items and small volume to many items and small volume, it is
hoped that if the order picking operations can be finished in reasonable time or not will influence the
operation cost and service level of distribution center. In internal operations of distribution center, the factors

included warehouse layout, storage assignment strategies, order picking operations, which will influence order
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picking system. The order picking operations is an important complex work. Coyle et al. [5] and Tompkins et
al. [3] proposed that the order picking operations of the system takes more than 65% of the whole warehouse
operation cost. In addition, the traveling time takes about 50% of the order picking activities. Therefore, it
expected reducing the traveling distance by planning the order picking routing, in order to improve the whole
operation efficiency in distribution center.

In order to improve order picking routing planning, we proposed a new heuristic algorithm in this paper. We
also expect it can improve the picking performance. In the same time, we apply Particle Swarm Optimization
(PSO) in order picking routing, and compared with the best order picking method in literature review. In this
paper, it used eM-plant to construct the warehouse system, and verify the order picking method which is
proposed in this paper can has the better performance. The performance index to evaluate each order picking
method is average total order picking distance and average total CPU run time. Finally, it is expected this

study can consult to the industries.

2 Literature Review

2.1 Route Planning of Order Picking System

According to the well order picking routing planning, it can make the minimize order picking distance,
reducing order picking time, and improve order picking performance. Hall [12] supposed that did not consider
the width of the aisle, as well as evaluate and compare with different order picking strategies. The order
picking strategies included Traversal, Midpoint Return, Largest Gap Return, and the best performance is using
Largest Gap Return. Petersen and Schmenner [1] had two major policy decisions that determine the efficiency
of order picking operations, which are storage policies and routing policies. It also considered Transversal
Strategy, Return Strategy, Midpoint Strategy, Largest Gap Strategy, and Composite Strategy; five different
kinds of order picking routing strategies, as well as compare with the optimal solution, the Composite Strategy
have the best performance. Ho and Su [13] proposed two kind of heuristic algorithms, which are Nearest
Center of Rectangular Insertion (NCRI) and Minimum Traveling Loop Insertion (MTLI). He also compared
with previous scholar’s method, for example, Largest Gap Strategy, Nearest Center of Geometry Insertion
Heuristic, the results shown that the two heuristic algorithms which is proposed by author has the better
performance.

Ratliff and Rosenthal [2] discuss the influence of add the cross aisle of order picking routing, the results
shown that the order picking routing planning will become more complex in warehouse which has cross aisles.
Roodbergen and Koster [7] focused on estimate variety kinds of order picking strategy to compare different
number of aisles, different number of items and different width of aisles. The algorithms to evaluate the
shortest path included S-shape Heuristic, Largest Gap Heuristic, Aisle-by-aisle Heuristic, Optimal Algorithm,
Combined Heuristic, and Combine” Heuristic. The best performance is Combine strategy. Hsieh et al. [8]
applying PSO in order picking routing and storage assignment, and compare with previous scholar, it verified

that applying PSO has the better performance.
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2.2 Particle Swarm Optimization

Kennedy, J. and R. C. Eberhart [6] proposed Particle Swarm Optimization (PSO) in 1995. It is similar to John
Holland [10] proposed Genetic Algorithms (GA) in 1960. They are all belonging to Evolutionary computation
and within the evolutionary generation to optimal solutions. The main concept of GA is the survival of the
fittest which is proposed by Charles Darwin. That is using three basic operations, which is Reproduction,
Crossover, and Mutation to imitate natural evolutionary process, and according to the evolutionary generation
to optimal solutions. Therefore, PSO has no crossover and mutation, it is easier than GA, but is has better
global optimal solution ability.

PSO and Dorigo [10] proposed Ant Colony Optimization (ACO) in 1992 is all Swarm Intelligence
algorithms that are according to swarm intelligence to solve problems. ACO is a cooperative heuristic
searching algorithm inspired by the methodological study on the behavior of ants. The ants can find out the
food is done by an indirect communication known as pheromone, left by the ants on the paths, and
constructive to the shortest distance between the nest and food.

PSO is according to three factors to find out the optimal solution, that is (1) the current moving direction by
itself, (2) the previous experiment by itself, (3) the swarm experiments, and compare with Fitness Value which
is computed by Fitness Function to revise the velocity and position of itself.

The definitions of PSO related variances, Xi' is the particle i, d dimension, 1 stage position. Xi'*' is
the particle i, d dimension, in 1+1 stage position. Pia represents the optimum position recorded by the i"
particle in d dimension. Pg is the optimum position resolved by a population of particles in d dimension.
Vi is the velocity of the i™ particle, d dimension in 1 stage. Via"' is the velocity of the ith particle, d
dimension in 1+1 stage. rand() is random number between [0, 1]. ¢; and c, are learning factors which
controls the acceleration of particle velocity. w is the inertial constant that allows user to control the
parameters. A small w value will direct searches within current space, and a large w value will indicate
searches in new space. Appropriate selection of w value, ¢; and c; learning factors can expand search space

to achieve a balanced result. The velocity and position update formula is shown in Formula (1) and Formula

Q).

Vid" =w-Vid' +c¢, -rand() - (Pia — Xid") + ¢, x rand() - (Pea — Xia') (1)
Xia"™' = Xia' + Via"! 2)

The original two scholars which is proposed PSO is not using inertia weight w . The inertia weight w is
proposed by Shiand and Eberhart [11] in 1998, illustrated inertia weight w using can make the solution
process to find out the global best solution faster. The characteristic of inertia weight w is similar to cooling
parameter of Simulated Annealing (SA) that can make the solution become convergence. Shi and Eberhart

also illustrates w between 0.8 and 1.2, it has more chance to find out the global solution.
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3 Model Construction

3.1 Model Constructing

This research probes into the warehouse environment layout is shown in Fig. 1. There are 10 aisles, in each
aisle of left hand side and right hand side all have 20 storage locations, so total locations are 400. Suppose the
depth of storage is 1m, the width is Im; the main aisle width is 2.5m, sub-aisle length is 10m, and width is
2.5m. There has front aisle, end aisle, and 1 cross aisle, the width all are 2.5m. The input depot and output
depot is the same point in the front of left side. The experiment assumes that order pickers begin the tour at
the input depot and end at the output depot. Thus, upon completing the retrieval of the order, the order picker
immediately begins retrieval of the next order released. In order to show actual situation, the rectilinear
distance is considered for calculation, and give the each locations a number according to the distance between
the locations to 1/O depot.

Because the well storage strategy can reduce the moving distance between in warehouse and out warehouse,
reducing operation time, and full using storage space. Therefore, it adapted classification storage, put the high
frequency produce near the I/O depot, and put the low frequency product far away 1/O depot in this paper. It
can reducing the order picking distance, and improves the order picking efficiency. The access frequency is
adapted 80/20 method, the meaning is 20% products is own order picking activity 80%. For this reason, we
put these 20% products near the I/O depot.

The part of order batching is adapted the single order method. This method is the general method in
industry. The advantage of this method is can reduce the complex of order picking, this is different order

batching which has more consuming time to separate the combine order products.

3.2 Route Planning of Order Picking System

The main discussion of this paper is focus on order picking routing planning. First, we introduced PSO, and
the two order picking method in literatures (Nearest Center of Rectangular Insertion; NCRI and Minimum
Traveling Loop Insertion; MTLI). Then we introduced Maximum Loop Insertion which is proposed in this
paper. We try to use the planning result computed by the algorithm in this paper to PSO, and expect PSO can
find the better planning solution. Take the one order for example, which is shown in Fig. 1, the order should

pick of location 23, 121, 36, 66, 114, and 368. The order picking sequence is a, b, c, d, e, and fin Fig. 1.
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Figure 1: NCRI Order Picking Routing

3.2.1 Nearest Center of Rectangular Insertion (NCRI)

In this sub-section, we will introduce the Nearest Center of Rectangular Insertion (NCRI) which is proposed
by Ho and Su [13]. It supposed the pickers walked in the middle of the aisle, the pickers can pick the two
sides products in the same time. Consequently, the two sides locations can considered the same point, and
supposed the I/O point is (0,0), and (x;, y;) is means mi products in the order of each item j’s location, such as
Vj=12,..., mi.

First, we are choosing the nearest two order picking points from I/O, such as the point a, b, in Fig. 1 (a).
These two points and 1/O depot of the practice traveling path is surrounded to rectangular circle. All have
picked order picking points will form to the Loop Set (LS). According to the Formula (3), and compute the all
picking points’ location in LS, which form to Center of Rectangular (CoR).

_— (max{xn;n € LS}-25- min{x  ;n e LS} ’ max{y, ;ne LS}-25- min{y, ;ne LS}] (3)

Calculation the distance between all other order picking points j to CoR, which is calculated by Formula (4).
We find the nearest distance order picking point k, and insert it into the LS, shown in Formula (5). If there are
more than two orders picking points are all the same nearest distance of CoR, then choosing whichever one to

insert.

;Vjg LS 4

+‘Yj ~ Yeor

dCoR,j = ‘Xj ~ Xcor
deory = min{dCoR,j;j & LS} (5)
The pickers from order picking point u' to order picking u", the practical traveling distances is TD,,. If the
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order picking point u' and u" are both in cross aisle’s front area or end area, the computation formula is shown

in Formula (6). The W is sub-aisle’s length, if in different areas, then using the Formula (7).

,—X .|+ mi AV LRW =y =y )i X E X
TD = Xu Xu mln(yu YU YU YU ) 1 Xu XU (6)
e e jAf X, =X,
Xy — X H Yo = Yool 51 X0 # X0
TD = u u YU YU (7)
o Yu' - yu" ’lf Xu' = Xu”

Find out the edge u'u' of loop L, insert the point k, and the practical distance increasing at least (TDyy +
TDyy — TDyy), then repeat the previous step and compute. Insert the other order picking point to insert to the
loop, until included all order picking point of order i, which is shown in Fig. 1 (b). Then, we will get the order
picking sequence of 1/O, 23, 121, 114, 66, 36, 368, and 1/O. Finally, compute the order picking distance of
order i. (Formula (8))

Di = Zu',u”emi TDU'“” (8)

3.2.2  Minimum Traveling Loop Insertion (MTLI)

In this sub-section, we illustrate the Ho and Su [13] proposed the Minimum Traveling Loop Insertion (MTLI).
First, find out the order picking point nearest the I/O point, shown in Fig. 2 (a), point a. The particle traveling
path of this point and I/O depot form Traveling Loop. Then find out the other order picking points which point
insert to loop L will add the shortest distance. By Formula (4) or Formula (5), find each order picking point j
to insert into the edge of the loop L will add the shortest traveling distance (TDyj + TDjy» — TDyy). Hence, it
can from all order picking points j, to find a point k to add the shortest distance. Then, using the same method,
repeat, and find the next order picking point, until included all order picking points in order i, shown in Fig. 2
(b), and obtained the order sequence 1/O, 121, 368, 114, 66, 36, 23, and I/O. Finally, compute the order

picking distance of order i.
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Figure 2: MTLI Order Picking Routing

3.2.3 Particle Swarm Optimization
Particle Swarm Optimization is an optimal tool of evolutionary generation, and is Swarm Intelligence
algorithm. It found the each particle by self optimal memory solution, and swarm optimal solution. Then

update the velocity and position until all particles find out the global optimal solution.

3.2.3.1 PSO Parameter Setting
According to result of Hsieh et al. [9], the parameters setting is as following:

Number of Particles: The Particle setting is 30. Maximum Velocity: Because the storage locations added to
400, so in this paper, we raises the velocity Via' is between (-80, 80), then the maximum velocity is at 160.
Learning Factor: Learning factors of ¢, and ¢, usually have a value of 2. Inertia Weight: PSO with an inertia
weight is set 0.8. Stop Condition: The maximum number of iterations is 200 or all particles converge in the

same point.

3.2.3.2 PSO Fitting Function
The function of the PSO fitting equation is evaluate the particle obtain the optimal solution or not. Therefore,
it set up different function based on different problem. In this paper, the main objective is minimizing total

order picking distances.

3.2.3.3 PSO Algorithm Process
The PSO algorithm process is shown in Fig. 3
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3.24 Maximum Loop Insertion (MLI)
According to previous scholars, who proposed the order picking method, almost using the shortest distance to
construct order picking routing. Hence, in this paper, we proposed the Maximum Loop Insertion (MLI), that
makes solution has whole concept of all order picking points, and improve the solution performance of
algorithms.

This algorithm first focus on the all order picking points, and find out the three order picking points to form
a maximum loop. The first order picking point can search all aisles having order picking points. Then, find out
the nearest aisle from I/O depot, and find the nearest order picking point from I/O in that aisle, in Fig. 4 (a),
point a. The second order picking point, find the farthest order picking point from 1/O point on Y axis. If there
are order picking points with the same distance, then choosing the nearest order picking point from 1/O depot,
in Fig. 4 (a), point b. The third order picking point, finding all aisles which has order picking points, and find
the farthest aisle from I/O depot. Then, find the nearest order picking point from I/O in that aisle, shown in Fig.
4 (a), point c. After got these three points, it need to check the points, if any one repeats, then delete the repeat
point, then according to the remnant points and I/O point, using the shortest path to construct the maximum
loop path.

Although, it called Maximum Loop path, but when finished order picking routing planning, the traveling
distance of this path is the must traveling distance picking the outside boundary locations. So, it must has the
whole conception of must order picking locations. Then, find the others of each order picking point j, insert

into any edge of the maximum loop, that make additional distance (TDyj + TDj,» — TDyy) shortest. Then,
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using the same method to repeat, and find the next order picking point, until included all order picking points
of order i, shown in Fig. 4 (b). Then, obtained the order picking sequence, /O, 23, 121, 368, 114, 66, 36, and
I/0. Finally, calculated the order picking distance of order i, it can avoid when construct the path, according to

the shortest distance, then fall in local solution.

[]

~
o
-~
~
=
~

Figure 4: MLI Order Picking Routing

The MLI algorithm process is as following:

Step 1: First, find the nearest aisle which has order picking points from I/O depot. Then, find out the
nearest order picking point from I/O in that aisle, shown in Fig. 4 (a), point a.

Step 2: Find the farthest depth order picking point from I/O depot. If there are the same depth of order
picking points, then choosing the nearest order picking point from 1/O, shown Fig. 4 (a), point b.

Step 3: Find the farthest aisle from I/O depot, and then find the nearest order picking point from I/O depot,
shown in Fig. 4 (a), point c.

Step 4: Check the previous three steps, and find is it repeated or not. If there is repeat one, then delete the
repeat point, then using remnant points and I/O depot, and construct the maximum loop traveling
routing with the shortest traveling distance.

Step 5: According to the shortest insert distance, then from the non choosing points to find the insert order
picking point k which add the shortest distance.

Step 6: Insert this order picking point k in the loop, it formed to a new loop. If there are the same shortest
distance points, then choosing by random.

Step 7: Check the constructed loop included all order picking points or not. If already included all order
picking points, then dropped to step 8, if not then go back to step 5.

Step 8: Compute the traveling distance of the constructed loop, then finished the order picking routing

planning.
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4 Simulation Analysis

According to the 3.1 sub-section warehouse layout, we use eM-plant 7.0 to construct the order picking
environment system in distribution center in this paper. We repeat the simulations 30 times, and generate the
100 orders by computer randomly. It compared with NCRI, MTLI, MLI, PSO and MLI combined PSO,
considered the difference between the performances of each order picking method. The MLI combine PSO,
means using MLI solution to be the initial solution of PSO. The analysis by SPSS 10.0, and expect the
shortest average total order picking distance (unit: m), and the shortest CPU run time (unit: s).

From the average total order picking distance, we use 95% confidence level to do the variances analysis,
shown in Table 1. The P value is less than 0.05, so the different order picking method has significance
difference in average order picking distance. Therefore, using Duncan Test, it will cluster each order picking
method, which shown in Table 2. It clusters the four group of order picking method, it found MLI combine
with PSO, and MLI all fall in the first group, has the best performance. It verified that we proposed MLI in
this paper is better than the literature algorithms (MTLI, NCRI) and PSO, all that has significance difference.
If using the MLI initial solution to PSO, can make PSO to find the better order picking routing, and improve

the PSO solution performance.

Table 1: Variances Analysis of Average Total Order Picking Distance

Order Picking Standard
Numbers  Average F Test P Value

Method deviation
NCRI 30 14970.45  369.1524 135.1036 0.000

MTLI 30 14696.25  335.0943

MLI 30 14335.65  310.091

PSO 30 16239.18  518.9535

Table 2: Duncan Test of Average Total Order Picking Distance

Order Picking Duncan Group
Numbers
Method 1 2 3 4
MLI Combine
30 14275.62
with PSO

MLI 30 14335.65

MTLI 30 14696.25

NCRI 30 14970.45

PSO 30 16239.18

Significance 0.536 1.000 1.000 1.000

From the average total CPU run time, we use 95% confidence level to do variance analysis, shown in Table

25



3. We can see from P value less than 0.05, different order picking method has significance difference to the
average total CPU run time. Therefore, using Duncan Test, it cluster all order picking methods, shown in
Table 4, it clustered the order picking method by three groups, that NCRI, MTLI and MLI all has the best
performance, and fall in the same group. It all in 1 second finished 100 orders of order picking routing. We
can see form Table 4, it also can found that PSO is the worst performance of average total CPU run time, but
if using MLI initial solution to PSO, it can reducing CPU run time efficiency, it can improve the solution

efficiency.

Table 3: Variance Analysis of Average Total CPU Run Time

Order Picking Standard
Numbers Average F Test P Value
Method deviation
NCRI 30 0.619 0.038 3544.853  0.000
MTLI 30 1.561 0.126
MLI 30 1.954 0.170
PSO 30 188.215 15.820
MLI Combine

30 150.591 10.750
with PSO

Table 4: Duncan Test of Average Total CPU Run Time

Order Picking Duncan Group
Numbers
Method 1 2 3
NCRI 30 0.619
MTLI 30 1.561
MLI 30 1.954
MLI Combine with
30 150.591
PSO
PSO 30 188.215
Significance 573 1.000 1.000

5 Conclusions

The main purpose of this paper is discussing the improvement of order picking operations in distribution
center. It expects according to order picking method to improve order picking routing planning, and improves
the order picking performance in distribution center. Therefore, it discusses all kinds of order picking methods
influence the order picking performance. And this research verified the performance of MLI. It is significance

reducing order picking distance, and using the solution to be an initial solution of PSO, and find the better
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order picking routing. The contributions in this paper are generation as following:

The MLI which is proposed in this paper exactly has the significance improve of order picking performance.
The average total order picking distance is significance better than the better performance algorithms in
literatures (NCRI and MTLI). In the meantime, the algorithm MLI has the better performance in the average
total CPU run time, and the same as NCRI, and MTLI.

In this study, we try to combine MLI and PSO by putting the solution of MLI as the initial solution of PSO,
and verified if it is a better solution to do the initial solution of PSO, then can find the better solution by PSO.
It also can improve the PSO solution efficiency, avoid the blindly searching solution, and has the better
solution of average total order picking distance, reducing solution time, and CPU run time. It makes the PSO
more suitable in practice.

In a practical sense, this paper adapted 80/20 method to deal with products locations, using classification
storage, and adding cross aisles between storage spaces. The method which proposed in this paper, also
verified can improve the overall efficiency of the distribution center and it can be a good reference for

distribution industries to consult.
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Abstract

Order picking method is one of the most important operations in the distribution center. The route planning of
order picking systems will allow for the possibilities of increasing in production efficiency, reducing the
operation cost in distribution center, and improving the corporation competitiveness. In a distribution center
with cross aisle, although the cross aisle layout may reduce the order picking distance, it also may raise the
complexity for picking routing planning. Focus on this problem, a heuristic algorithm (called Maximum Loop
Insertion) is proposed in this paper, as well as compare with other famous algorithms and Particle Swarm
Optimization (PSO), in order to improve the order picking performance. According to the simulation
experiment, it verified that the Maximum Loop Insertion algorithm actually achieves the better performance.
Overall, the result of this research will enhance the best route planning of order picking systems in distribution

center and provide the industry as a reference in the warehouse design in the future.
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1 Introduction

As economy develops and changes in consuming habit, it makes the types and structures of marketing channel
are transferred to the supplier transported the products to retailer by distribution center. Therefore, it is an
important issue about how to improve the distribution center operation efficiency. Due to the fact that
consumer’s request has been changed from few items and small volume to many items and small volume, it is
hoped that if the order picking operations can be finished in reasonable time or not will influence the
operation cost and service level of distribution center. In internal operations of distribution center, the factors

included warehouse layout, storage assignment strategies, order picking operations, which will influence order



picking system. The order picking operations is an important complex work. Coyle et al. [5] and Tompkins et
al. [3] proposed that the order picking operations of the system takes more than 65% of the whole warehouse
operation cost. In addition, the traveling time takes about 50% of the order picking activities. Therefore, it
expected reducing the traveling distance by planning the order picking routing, in order to improve the whole
operation efficiency in distribution center.

In order to improve order picking routing planning, we proposed a new heuristic algorithm in this paper. We
also expect it can improve the picking performance. In the same time, we apply Particle Swarm Optimization
(PSO) in order picking routing, and compared with the best order picking method in literature review. In this
paper, it used eM-plant to construct the warehouse system, and verify the order picking method which is
proposed in this paper can has the better performance. The performance index to evaluate each order picking
method is average total order picking distance and average total CPU run time. Finally, it is expected this

study can consult to the industries.

2 Literature Review

2.1 Route Planning of Order Picking System

According to the well order picking routing planning, it can make the minimize order picking distance,
reducing order picking time, and improve order picking performance. Hall [12] supposed that did not consider
the width of the aisle, as well as evaluate and compare with different order picking strategies. The order
picking strategies included Traversal, Midpoint Return, Largest Gap Return, and the best performance is using
Largest Gap Return. Petersen and Schmenner [1] had two major policy decisions that determine the efficiency
of order picking operations, which are storage policies and routing policies. It also considered Transversal
Strategy, Return Strategy, Midpoint Strategy, Largest Gap Strategy, and Composite Strategy; five different
kinds of order picking routing strategies, as well as compare with the optimal solution, the Composite Strategy
have the best performance. Ho and Su [13] proposed two kind of heuristic algorithms, which are Nearest
Center of Rectangular Insertion (NCRI) and Minimum Traveling Loop Insertion (MTLI). He also compared
with previous scholar’s method, for example, Largest Gap Strategy, Nearest Center of Geometry Insertion
Heuristic, the results shown that the two heuristic algorithms which is proposed by author has the better
performance.

Ratliff and Rosenthal [2] discuss the influence of add the cross aisle of order picking routing, the results
shown that the order picking routing planning will become more complex in warehouse which has cross aisles.
Roodbergen and Koster [7] focused on estimate variety kinds of order picking strategy to compare different
number of aisles, different number of items and different width of aisles. The algorithms to evaluate the
shortest path included S-shape Heuristic, Largest Gap Heuristic, Aisle-by-aisle Heuristic, Optimal Algorithm,
Combined Heuristic, and Combine” Heuristic. The best performance is Combine strategy. Hsieh et al. [8]
applying PSO in order picking routing and storage assignment, and compare with previous scholar, it verified

that applying PSO has the better performance.



2.2 Particle Swarm Optimization

Kennedy, J. and R. C. Eberhart [6] proposed Particle Swarm Optimization (PSO) in 1995. It is similar to John
Holland [10] proposed Genetic Algorithms (GA) in 1960. They are all belonging to Evolutionary computation
and within the evolutionary generation to optimal solutions. The main concept of GA is the survival of the
fittest which is proposed by Charles Darwin. That is using three basic operations, which is Reproduction,
Crossover, and Mutation to imitate natural evolutionary process, and according to the evolutionary generation
to optimal solutions. Therefore, PSO has no crossover and mutation, it is easier than GA, but is has better
global optimal solution ability.

PSO and Dorigo [10] proposed Ant Colony Optimization (ACO) in 1992 is all Swarm Intelligence
algorithms that are according to swarm intelligence to solve problems. ACO is a cooperative heuristic
searching algorithm inspired by the methodological study on the behavior of ants. The ants can find out the
food is done by an indirect communication known as pheromone, left by the ants on the paths, and
constructive to the shortest distance between the nest and food.

PSO is according to three factors to find out the optimal solution, that is (1) the current moving direction by
itself, (2) the previous experiment by itself, (3) the swarm experiments, and compare with Fitness Value which
is computed by Fitness Function to revise the velocity and position of itself.

The definitions of PSO related variances, Xi' is the particle i, d dimension, 1 stage position. Xi'*' is
the particle i, d dimension, in 1+1 stage position. Pia represents the optimum position recorded by the i"
particle in d dimension. Pg is the optimum position resolved by a population of particles in d dimension.
Vi is the velocity of the i™ particle, d dimension in 1 stage. Via"' is the velocity of the ith particle, d
dimension in 1+1 stage. rand() is random number between [0, 1]. ¢; and c, are learning factors which
controls the acceleration of particle velocity. w is the inertial constant that allows user to control the
parameters. A small w value will direct searches within current space, and a large w value will indicate
searches in new space. Appropriate selection of w value, ¢; and c; learning factors can expand search space

to achieve a balanced result. The velocity and position update formula is shown in Formula (1) and Formula

Q).

Vid" =w-Vid' +c¢, -rand() - (Pia — Xid") + ¢, x rand() - (Pea — Xia') (1)
Xia"™' = Xia' + Via"! 2)

The original two scholars which is proposed PSO is not using inertia weight w . The inertia weight w is
proposed by Shiand and Eberhart [11] in 1998, illustrated inertia weight w using can make the solution
process to find out the global best solution faster. The characteristic of inertia weight w is similar to cooling
parameter of Simulated Annealing (SA) that can make the solution become convergence. Shi and Eberhart

also illustrates w between 0.8 and 1.2, it has more chance to find out the global solution.



3 Model Construction

3.1 Model Constructing

This research probes into the warehouse environment layout is shown in Fig. 1. There are 10 aisles, in each
aisle of left hand side and right hand side all have 20 storage locations, so total locations are 400. Suppose the
depth of storage is 1m, the width is Im; the main aisle width is 2.5m, sub-aisle length is 10m, and width is
2.5m. There has front aisle, end aisle, and 1 cross aisle, the width all are 2.5m. The input depot and output
depot is the same point in the front of left side. The experiment assumes that order pickers begin the tour at
the input depot and end at the output depot. Thus, upon completing the retrieval of the order, the order picker
immediately begins retrieval of the next order released. In order to show actual situation, the rectilinear
distance is considered for calculation, and give the each locations a number according to the distance between
the locations to 1/O depot.

Because the well storage strategy can reduce the moving distance between in warehouse and out warehouse,
reducing operation time, and full using storage space. Therefore, it adapted classification storage, put the high
frequency produce near the I/O depot, and put the low frequency product far away 1/O depot in this paper. It
can reducing the order picking distance, and improves the order picking efficiency. The access frequency is
adapted 80/20 method, the meaning is 20% products is own order picking activity 80%. For this reason, we
put these 20% products near the I/O depot.

The part of order batching is adapted the single order method. This method is the general method in
industry. The advantage of this method is can reduce the complex of order picking, this is different order

batching which has more consuming time to separate the combine order products.

3.2 Route Planning of Order Picking System

The main discussion of this paper is focus on order picking routing planning. First, we introduced PSO, and
the two order picking method in literatures (Nearest Center of Rectangular Insertion; NCRI and Minimum
Traveling Loop Insertion; MTLI). Then we introduced Maximum Loop Insertion which is proposed in this
paper. We try to use the planning result computed by the algorithm in this paper to PSO, and expect PSO can
find the better planning solution. Take the one order for example, which is shown in Fig. 1, the order should

pick of location 23, 121, 36, 66, 114, and 368. The order picking sequence is a, b, c, d, e, and fin Fig. 1.
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Figure 1: NCRI Order Picking Routing

3.2.1 Nearest Center of Rectangular Insertion (NCRI)

In this sub-section, we will introduce the Nearest Center of Rectangular Insertion (NCRI) which is proposed
by Ho and Su [13]. It supposed the pickers walked in the middle of the aisle, the pickers can pick the two
sides products in the same time. Consequently, the two sides locations can considered the same point, and
supposed the I/O point is (0,0), and (x;, y;) is means mi products in the order of each item j’s location, such as
Vj=12,..., mi.

First, we are choosing the nearest two order picking points from I/O, such as the point a, b, in Fig. 1 (a).
These two points and 1/O depot of the practice traveling path is surrounded to rectangular circle. All have
picked order picking points will form to the Loop Set (LS). According to the Formula (3), and compute the all
picking points’ location in LS, which form to Center of Rectangular (CoR).

_— (max{xn;n € LS}-25- min{x  ;n e LS} ’ max{y, ;ne LS}-25- min{y, ;ne LS}] (3)

Calculation the distance between all other order picking points j to CoR, which is calculated by Formula (4).
We find the nearest distance order picking point k, and insert it into the LS, shown in Formula (5). If there are
more than two orders picking points are all the same nearest distance of CoR, then choosing whichever one to

insert.

;Vjg LS 4

+‘Yj ~ Yeor

dCoR,j = ‘Xj ~ Xcor

deory = min{dCoR,j;j & LS} (5)

The pickers from order picking point u' to order picking u", the practical traveling distances is TD,,. If the



order picking point u' and u" are both in cross aisle’s front area or end area, the computation formula is shown

in Formula (6). The W is sub-aisle’s length, if in different areas, then using the Formula (7).

,—X .|+ mi AV LRW =y =y )i X E X
TD = Xu Xu mln(yu YU YU YU ) 1 Xu XU (6)
e e jAf X, =X,
Xy — X H Yo = Yool 51 X0 # X0
TD = u u YU YU (7)
o Yu' - yu" ’lf Xu' = Xu”

Find out the edge u'u' of loop L, insert the point k, and the practical distance increasing at least (TDyy +
TDyy — TDyy), then repeat the previous step and compute. Insert the other order picking point to insert to the
loop, until included all order picking point of order i, which is shown in Fig. 1 (b). Then, we will get the order
picking sequence of 1/O, 23, 121, 114, 66, 36, 368, and 1/O. Finally, compute the order picking distance of
order i. (Formula (8))

Di = Zu',u”emi TDU'“” (8)

3.2.2  Minimum Traveling Loop Insertion (MTLI)

In this sub-section, we illustrate the Ho and Su [13] proposed the Minimum Traveling Loop Insertion (MTLI).
First, find out the order picking point nearest the I/O point, shown in Fig. 2 (a), point a. The particle traveling
path of this point and I/O depot form Traveling Loop. Then find out the other order picking points which point
insert to loop L will add the shortest distance. By Formula (4) or Formula (5), find each order picking point j
to insert into the edge of the loop L will add the shortest traveling distance (TDyj + TDjy» — TDyy). Hence, it
can from all order picking points j, to find a point k to add the shortest distance. Then, using the same method,
repeat, and find the next order picking point, until included all order picking points in order i, shown in Fig. 2
(b), and obtained the order sequence 1/O, 121, 368, 114, 66, 36, 23, and I/O. Finally, compute the order

picking distance of order i.
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Figure 2: MTLI Order Picking Routing

3.2.3 Particle Swarm Optimization
Particle Swarm Optimization is an optimal tool of evolutionary generation, and is Swarm Intelligence
algorithm. It found the each particle by self optimal memory solution, and swarm optimal solution. Then

update the velocity and position until all particles find out the global optimal solution.

3.2.3.1 PSO Parameter Setting
According to result of Hsieh et al. [9], the parameters setting is as following:

Number of Particles: The Particle setting is 30. Maximum Velocity: Because the storage locations added to
400, so in this paper, we raises the velocity Vid' is between (-80, 80), then the maximum velocity is at 160.
Learning Factor: Learning factors of c¢; and c, usually have a value of 2. Inertia Weight: PSO with an inertia
weight is set 0.8. Stop Condition: The maximum number of iterations is 200 or all particles converge in the

same point.

3.2.3.2 PSO Fitting Function
The function of the PSO fitting equation is evaluate the particle obtain the optimal solution or not. Therefore,
it set up different function based on different problem. In this paper, the main objective is minimizing total

order picking distances.

3.2.3.3 PSO Algorithm Process
The PSO algorithm process is shown in Fig. 3
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Figure 3: Flow Chart of Pso

3.2.4 Maximum Loop Insertion (MLI)
According to previous scholars, who proposed the order picking method, almost using the shortest distance to
construct order picking routing. Hence, in this paper, we proposed the Maximum Loop Insertion (MLI), that
makes solution has whole concept of all order picking points, and improve the solution performance of
algorithms.

This algorithm first focus on the all order picking points, and find out the three order picking points to form
a maximum loop. The first order picking point can search all aisles having order picking points. Then, find out
the nearest aisle from I/O depot, and find the nearest order picking point from I/O in that aisle, in Fig. 4 (a),
point a. The second order picking point, find the farthest order picking point from I/O point on Y axis. If there
are order picking points with the same distance, then choosing the nearest order picking point from I/O depot,
in Fig. 4 (a), point b. The third order picking point, finding all aisles which has order picking points, and find
the farthest aisle from I/O depot. Then, find the nearest order picking point from I/O in that aisle, shown in Fig.
4 (a), point c. After got these three points, it need to check the points, if any one repeats, then delete the repeat
point, then according to the remnant points and I/O point, using the shortest path to construct the maximum
loop path.

Although, it called Maximum Loop path, but when finished order picking routing planning, the traveling
distance of this path is the must traveling distance picking the outside boundary locations. So, it must has the
whole conception of must order picking locations. Then, find the others of each order picking point j, insert

into any edge of the maximum loop, that make additional distance (TDyj + TDj,» — TDyy) shortest. Then,
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using the same method to repeat, and find the next order picking point, until included all order picking points
of order i, shown in Fig. 4 (b). Then, obtained the order picking sequence, /O, 23, 121, 368, 114, 66, 36, and
I/0. Finally, calculated the order picking distance of order i, it can avoid when construct the path, according to

the shortest distance, then fall in local solution.
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Figure 4: MLI Order Picking Routing

The MLI algorithm process is as following:

Step 1: First, find the nearest aisle which has order picking points from I/O depot. Then, find out the
nearest order picking point from I/O in that aisle, shown in Fig. 4 (a), point a.

Step 2: Find the farthest depth order picking point from I/O depot. If there are the same depth of order
picking points, then choosing the nearest order picking point from 1/O, shown Fig. 4 (a), point b.

Step 3: Find the farthest aisle from I/O depot, and then find the nearest order picking point from I/O depot,
shown in Fig. 4 (a), point c.

Step 4: Check the previous three steps, and find is it repeated or not. If there is repeat one, then delete the
repeat point, then using remnant points and I/O depot, and construct the maximum loop traveling
routing with the shortest traveling distance.

Step 5: According to the shortest insert distance, then from the non choosing points to find the insert order
picking point k which add the shortest distance.

Step 6: Insert this order picking point k in the loop, it formed to a new loop. If there are the same shortest
distance points, then choosing by random.

Step 7: Check the constructed loop included all order picking points or not. If already included all order
picking points, then dropped to step 8, if not then go back to step 5.

Step 8: Compute the traveling distance of the constructed loop, then finished the order picking routing

planning.
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4 Simulation Analysis

According to the 3.1 sub-section warehouse layout, we use eM-plant 7.0 to construct the order picking
environment system in distribution center in this paper. We repeat the simulations 30 times, and generate the
100 orders by computer randomly. It compared with NCRI, MTLI, MLI, PSO and MLI combined PSO,
considered the difference between the performances of each order picking method. The MLI combine PSO,
means using MLI solution to be the initial solution of PSO. The analysis by SPSS 10.0, and expect the
shortest average total order picking distance (unit: m), and the shortest CPU run time (unit: s).

From the average total order picking distance, we use 95% confidence level to do the variances analysis,
shown in Table 1. The P value is less than 0.05, so the different order picking method has significance
difference in average order picking distance. Therefore, using Duncan Test, it will cluster each order picking
method, which shown in Table 2. It clusters the four group of order picking method, it found MLI combine
with PSO, and MLI all fall in the first group, has the best performance. It verified that we proposed MLI in
this paper is better than the literature algorithms (MTLI, NCRI) and PSO, all that has significance difference.
If using the MLI initial solution to PSO, can make PSO to find the better order picking routing, and improve

the PSO solution performance.

Table 1: Variances Analysis of Average Total Order Picking Distance

Order Picking Standard
Numbers  Average F Test P Value

Method deviation
NCRI 30 14970.45  369.1524 135.1036 0.000

MTLI 30 14696.25  335.0943

MLI 30 14335.65  310.091

PSO 30 16239.18  518.9535

Table 2: Duncan Test of Average Total Order Picking Distance

Order Picking Duncan Group
Numbers
Method 1 2 3 4
MLI Combine
30 14275.62
with PSO

MLI 30 14335.65

MTLI 30 14696.25

NCRI 30 14970.45

PSO 30 16239.18

Significance 0.536 1.000 1.000 1.000

From the average total CPU run time, we use 95% confidence level to do variance analysis, shown in Table
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3. We can see from P value less than 0.05, different order picking method has significance difference to the
average total CPU run time. Therefore, using Duncan Test, it cluster all order picking methods, shown in
Table 4, it clustered the order picking method by three groups, that NCRI, MTLI and MLI all has the best
performance, and fall in the same group. It all in 1 second finished 100 orders of order picking routing. We
can see form Table 4, it also can found that PSO is the worst performance of average total CPU run time, but
if using MLI initial solution to PSO, it can reducing CPU run time efficiency, it can improve the solution

efficiency.

Table 3: Variance Analysis of Average Total CPU Run Time

Order Picking Standard
Numbers Average F Test P Value
Method deviation
NCRI 30 0.619 0.038 3544.853  0.000
MTLI 30 1.561 0.126
MLI 30 1.954 0.170
PSO 30 188.215 15.820
MLI Combine

30 150.591 10.750
with PSO

Table 4: Duncan Test of Average Total CPU Run Time

Order Picking Duncan Group
Numbers
Method 1 2 3
NCRI 30 0.619
MTLI 30 1.561
MLI 30 1.954
MLI Combine with
30 150.591
PSO
PSO 30 188.215
Significance 573 1.000 1.000

5 Conclusions

The main purpose of this paper is discussing the improvement of order picking operations in distribution
center. It expects according to order picking method to improve order picking routing planning, and improves
the order picking performance in distribution center. Therefore, it discusses all kinds of order picking methods
influence the order picking performance. And this research verified the performance of MLI. It is significance

reducing order picking distance, and using the solution to be an initial solution of PSO, and find the better
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order picking routing. The contributions in this paper are generation as following:

The MLI which is proposed in this paper exactly has the significance improve of order picking performance.
The average total order picking distance is significance better than the better performance algorithms in
literatures (NCRI and MTLI). In the meantime, the algorithm MLI has the better performance in the average
total CPU run time, and the same as NCRI, and MTLI.

In this study, we try to combine MLI and PSO by putting the solution of MLI as the initial solution of PSO,
and verified if it is a better solution to do the initial solution of PSO, then can find the better solution by PSO.
It also can improve the PSO solution efficiency, avoid the blindly searching solution, and has the better
solution of average total order picking distance, reducing solution time, and CPU run time. It makes the PSO
more suitable in practice.

In a practical sense, this paper adapted 80/20 method to deal with products locations, using classification
storage, and adding cross aisles between storage spaces. The method which proposed in this paper, also
verified can improve the overall efficiency of the distribution center and it can be a good reference for

distribution industries to consult.
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